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Preface

Digital signal processing is an important and growing field. There have been many books written in this area, however, I was motivated to write this manuscript because none of the existing books address the needs of the computer scientist. This work attempts to fill this void, and to bridge the disciplines from which this field originates: mathematics, electrical engineering, physics, and engineering mechanics. Herein, it is hoped that the reader will find sensible explanations of DSP concepts, along with the analytical tools on which DSP is based.

DSP: Now and Then

Recently, I was asked if a student who took a course in DSP at another university should be allowed to transfer the credit to our university. The question was an interesting one, especially when I noticed that the student had taken the course 10 years earlier. For computer science, 10 years is a long time. But how much has DSP changed in the last decade? It occurred to me that there were several important changes, but theoretically, the core information has not changed. The curriculum of the DSP course in question contained all of the same topics that I covered in my DSP class that summer, with only two exceptions: MATLAB® and Wavelets.

MATLAB

MATLAB is one of several tools for working with mathematics. As an experienced programmer, I was skeptical at first. Why should I learn another programming language when I could do the work in C/C++? The answer was simple: working with MATLAB is easier! Yes, there are some instances when one would want to use another language. A compiled program, such as one written in C++, will run faster than an interpreted MATLAB program (where each line is translated by the computer when the program is run). For hardware design, one might want to write a program in Verilog or VHDL, so that the program can be converted to a circuit. If you already know a programming language such as C, C++, Java, FORTRAN, etc.,
you should be able to pick up a MATLAB program and understand what it does. If you are new to programming, you will find MATLAB to be a forgiving environment where you can test out commands and correct them as needed.

**Wavelets**

The wavelet transform is an analysis tool that has a relatively short history. It was not until 1989 that Stéphane Mallat (with some help from Meyers) published a revolutionary paper on wavelet theory, tying together related techniques that existed in several disciplines [1]. Other people have made significant contributions to this theory, such as Ingrid Daubechies [2], Strang and Nguyen [3], and Coifman and Wickerhauser [4]. It is a daunting task to write about the people who have contributed to wavelets, since anyone who is left out could be reading this now!

The wavelet transform is an important tool with many applications, such as compression. I have no doubt that future generations of DSP teachers will rank it second only to the Fourier transform in terms of importance.

**Other Developments**

Other recent changes in DSP include embedded systems, the audio format MP3, and public awareness. Advertising by cellular phone marketers, which tries to explain to a nontechnical audience that digital signal processing is better than analog, is an example of the growing public awareness. Actually, the ads do not try to say *how* digital is better than analog, but they do point out problems with wireless analog phones.
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Chapter 1

Introduction

Digital Signal Processing (DSP) is an important field of study that has come about due to advances in communication theory, digital (computer) technology, and consumer devices. There is always a driving need to make things better and DSP provides many techniques for doing this. For example, people enjoy music and like to download new songs. However, with slow Internet connection speeds (typically 56 kilobits per second for a dial-up modem), downloading a song could take hours. With MP3 compression software, though, the size of the song is reduced by as much as 90%, and can be downloaded in a matter of minutes. The MP3 version of the song is not the same as the original, but is a “good enough” approximation that most users cannot distinguish from the original. How is this possible? First, it is important to know about the original song (a signal), and how it is represented digitally. This knowledge leads to an algorithm to remove data that the user will not miss. All of this is part of Digital Signal Processing.

To understand how to manipulate (process) a signal, we must first know a bit about the values that make up a signal.

1.1 Numbers

Consider our concepts of numbers. In the ancient world, people used numbers to count things. In fact, the letter “A” was originally written upside down, and represented an ox [5]. (It looks a bit like an ox’s head if you write it upside down.) Ratios soon followed, since some things were more valuable than others. If you were an ancient pig farmer, you might want a loaf of bread, but would you be willing to trade a pig for a loaf of bread? Maybe you would be willing to trade a pig for a loaf of bread and three ducks. The point is, ratios developed as a way to compare dissimilar things. With ratios, come fractions. A duck may be worth three loaves of
bread, and if you traded two ducks you would expect six loaves of bread in return. This could work the other way, too. If you had a roasted duck, you might divide it into 3 equal sections, and trade one of the sections for a bread loaf. Ratios lead the way to fractions, and our use of the decimal point to separate the whole part of the number from the fractional part.

Zero is a useful number whose invention is often credited to the Arabs, though there is much debate on this point. Its origins may not ever be conclusive. It is one of the symbols we use in our base 10 system, along with the numerals 1 through 9. (Imagine if we used Roman numerals instead!) The concept of zero must have been revolutionary in its time, because it is an abstract idea. A person can see 1 duck or 3 loaves of bread, but how do you see 0 of something? Still, it is useful, even if just a counting system is used. We also use it as a placeholder, to differentiate 10 from 1 or 100.

Ten is a significant number that we use as the basis of our decimal number system. There is no symbol for ten like there is for 0–9 (at least, not in the decimal number system). Instead, we use a combination of symbols, i.e., 10. We understand that the 1 is for the ten’s digit, and the 0 is the one’s digit, so that placement is important. In any number system, we have this idea of placement, where the digits on the left are greater in magnitude than the digits on the right. This is also true in number systems that computers use, i.e., binary.

1.1.1 Why Do We Use a Base 10 Number System?
It’s most likely that we use a base 10 number system because humans have 10 fingers and used them to count with, as children still do today.

1.1.2 Why Do Computers Use Binary?
Computers use base 2, binary, internally. This number system works well with the computer’s internal parts; namely, transistors. A transistor works as a switch, where electricity flows easily when a certain value is applied to the gate, and the flow of electricity is greatly impeded when another value is applied. By viewing the two values that work with these transistors as a logical 0 (ground) and a logical 1 (e.g., 3.3 volts, depending on the system), we have a number system of two values. Either a value is “on,” or it is “off.” One of the strengths of using a binary system is that correction can take place. For example, if a binary value appears as 0.3 volts, a person would conclude that this value is supposed to be 0.0 volts, or logic 0. To the computer, such a value given to a digital logical circuit would be close enough to 0.0 volts to work the same, but would be passed on by the circuit as a corrected value.
1.1.3 Why Do Programmers Sometimes Use Base 16 (Hexadecimal)?

Computers use binary, which is great for a computer, but difficult for a human. For example, which is easier for you to remember, 001100100010101 or 3215? Actually, these two numbers are the same, the first is in binary and the second is in hexadecimal. As you can see, hexadecimal provides an easier way for people to work with computers, and it translates to and from binary very easily. In fact, one hexadecimal digit represents four bits. With a group of four bits, the only possibilities are: 0000, 0001, 0010, 0011, 0100, 0101, 0110, 0111, 1000, 1001, 1010, 1011, 1100, 1101, 1110, and 1111. These 16 possible combinations of 4 bits map to the numbers 0, 1, 2, 3, 4, 5, 6, 7, 8, 9. At this point, we have a problem, since we would be tempted to make the next number “10,” as we would in decimal. The problem with this is that it is ambiguous: would “210” mean 2, 1, 0, or would it mean 2, 10? Since we have 16 different values in a group of four binary digits, we need 16 different symbols, one symbol for each value. This is why characters from the alphabet are used next: A, B, C, D, E, and F.

It is inefficient to use 1-bit registers, so computers group bits together into a word. The word size is dependent on the architecture (e.g., the “64” in the Nintendo 64 stands for the 64-bit word size of its processor). Typically, the word size is a multiple of a byte (8 bits), and hexadecimal numbers work nicely with such machines. For example, a machine with a 1-byte word size would work with data sizes of 2 hexadecimal digits at a time. A 16-bit word size means 4 hexadecimal digits are used.

Here is an example demonstrating word size. Suppose we have two multiplications,

\[9 \times 3 \quad 4632 \times 9187.\]

We can do both of the above multiplications, but most people have an immediate answer for the one on the left, but need a minute or two for the one on the right. Why? While they might have the single-digit multiplication answers memorized, they use an algorithm for the multiple digit multiplications, i.e., multiply the rightmost digits, write the result, write the carry, move one digit to the left, for the “top” number, and repeat the process. In a sense, we have a 1-digit word size when performing this calculation. Similarly, a computer will multiply (or add, subtract, etc.) in terms of its word size. For example, suppose that a computer has a word size of 8 bits. If it needed to increment a 16-bit number, it would add one to the low 8 bits, then add the carry to the high 8 bits.
1.1.4 Other Number Concepts

Negative numbers are another useful concept that comes about due to borrowing. It is not difficult to imagine someone owing you a quantity of some item. How would you represent this? A negative amount is what we use today, e.g., in a checking account, to denote that not only do you have zero of something, but that you owe a quantity to someone else.

Infinity is another strange but useful idea. With our number system, no matter what extremely large number someone comes up with, you could still add 1 to it. So we use infinity to fill in for “the largest possible number.” We can talk about all numbers by including negative infinity and infinity as the limits of our range. This is often seen in formulas as a way of covering all numbers.

Most of the discussion will be centered on fixed-point numbers. This means exactly what the name implies—the radix point is fixed. A radix point is the name given to the symbol separating the whole part from the fractional part—a period in the U.S., while Europeans use a comma. It is not exactly a “decimal point,” since this term implies that base 10 (decimal) is being used. A fixed-point number can be converted to decimal (and back) in the same way that a binary number is converted.

Recall that to convert a binary number to decimal, one would multiply each bit in sequence by a multiple of 2, working from the right to the left. Thus, for the binary number 01101001, the decimal equivalent is $0 \times 2^7 + 1 \times 2^6 + 1 \times 2^5 + 0 \times 2^4 + 1 \times 2^3 + 0 \times 2^2 + 0 \times 2^1 + 1 \times 2^0 = 1 \times 64 + 1 \times 32 + 1 \times 8 + 1 \times 1 = 105$.

For a fixed-point number, this idea holds, except that the bit to the left of the radix point corresponds to $2^0$. One can start here and work left, then start again at the radix point and work right. For example, converting the fixed-point number 01010.111 would be $0 \times 2^4 + 1 \times 2^3 + 0 \times 2^2 + 1 \times 2^1 + 0 \times 2^0 + 1 \times 1 = 2 + 1 + 1 = 4 = 0.1011_2$ in decimal.

To find a decimal number in binary, we separate the whole part from the fractional part. We take the whole part, divide it by 2, and keep track of the result and its remainder. Then we repeat this with the result until the result becomes zero. Read the remainders back, from bottom to top, and that is our binary number. For example, suppose we want to convert the decimal number 4 to binary:

\[
\begin{align*}
4/2 &= 2 \text{ remainder } 0 \\
2/2 &= 1 \text{ remainder } 0 \\
1/2 &= 0 \text{ remainder } 1.
\end{align*}
\]

Therefore, decimal 4 equals 100 in binary. We can precede our answer by 0 to avoid confusion with a negative binary number, i.e., 0100 binary.
For a fractional decimal number, multiply by 2 and keep the whole part. Then repeat with the remaining fractional part until it becomes zero (though it is possible for it to repeat forever, just as 1/3 does in decimal). When finished, read the whole parts back from the top down. For example, say we want to convert .375 to binary:

\[
\begin{align*}
.375 \times 2 &= 0 \text{ plus } .75 \\
.75 \times 2 &= 1 \text{ plus } .5 \\
.5 \times 2 &= 1 \text{ plus } 0.
\end{align*}
\]

Our answer for this is .011 binary. We can put the answers together and conclude that 4.375 equals 0100.011 in binary.

1.1.5 Complex Numbers

Complex numbers are important to digital signal processing. For example, functions like the Fourier transform (\texttt{fft} and \texttt{ifft}) return their results as complex numbers. This topic is covered in detail later in this book, but for the moment you can think of the Fourier transform as a function that converts data to an interesting form. Complex numbers provide a convenient way to store two pieces of information, either \(x\) and \(y\) coordinates, or a magnitude (length of a 2D vector) and an angle (how much to rotate the vector). This information has a physical interpretation in some contexts, such as corresponding to the magnitude and phase angle of a sinusoid for a given frequency, when returned from the Fourier transform.

Most likely, you first ran into complex numbers in a math class, factoring roots with the quadratic formula. That is, an equation such as

\[
2x^2 + 4x - 30 = 0
\]

could be factored as \((x - \text{\texttt{root}}_1)(x - \text{\texttt{root}}_2)\), where

\[
\text{\texttt{root}}_{1,2} = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a}.
\]

If the numbers work out nicely, then the quadratic formula results in a couple of real roots. In this case, it would be 3, -5, to make \((x - 3)(x + 5) = 0\). A problem arises when \(b^2 - 4ac\) is negative because the square root of a negative quantity does not exist. The square root operator is supposed to return the positive root. How can we take a positive number, multiply it by itself, and end up with a negative number? For every “real” value, even the negative ones, the square is positive. To deal with this, we have the \textit{imaginary} quantity \(j\). (Some people prefer \(i\) instead.)
This imaginary quantity is defined:

\[ j = \sqrt{-1}. \]

Numbers that have \( j \) are called “imaginary” numbers, as well as complex numbers. A complex number has a real part and an imaginary part, in the form \( \text{real} + \text{imaginary} \times j \). For example, \( x = 3 + 4j \). To specify the real or imaginary part, we use functions of the same name, i.e., \( \text{Real}(x) = 3 \), and \( \text{Imaginary}(x) = 4 \), or simply \( \Re(x) = 3 \), and \( \Im(x) = 4 \).

The best way to think of complex numbers is as a two-dimensional generalization of numbers; to think of real numbers as having an imaginary component of zero. Thus, real numbers lie on the x-axis.

Complex numbers can be used to hold two pieces of information. For example, you probably remember converting numbers with polar coordinates to Cartesian ones, which are two ways of expressing the same thing. A complex number can represent a number in polar coordinates. The best way to show this is graphically. When we want to draw a point in two-dimensional space, we need to specify an X coordinate and a Y coordinate. This set of two numbers tells us where the point is located. Polar coordinates do this too, but the point is specified by a length and an angle. That is, the length specifies a line segment starting at point 0 and going to the right, and the angle says how much to rotate the line segment counterclockwise. In a similar way, a complex number represents a point on this plane, where the real part and imaginary part combine to specify the point. Figure 1.1 shows a 2D “vector” \( r \) units long, rotated at an angle of \( \theta \).

\[ \text{Figure 1.1: An example vector.} \]

---

\( ^{1} \)Named for Rene Descartes, the same man famous for the saying “cogito ergo sum,” or “I think therefore I am.”
To convert from polar coordinates to complex Cartesian ones [6]:

\[ x = r \cos(\theta) \]
\[ y = r \sin(\theta). \]

The MATLAB® function below converts polar coordinates to complex coordinates. MATLAB will be explained in Chapter 2, “MATLAB,” but anyone with some programming experience should be able to get the idea of the code below.

% Convert from magnitude,angle form to x+jy form
% usage: [X] = polar2complex(magnitudes, angles)

function [X] = polar2complex(mag, angles)

% Find x and y coordinates as a complex number
X = mag.*cos(angles) + j*mag.*sin(angles);

To convert from Cartesian coordinates to polar ones:

\[ r = |x + jy| = \sqrt{x^2 + y^2} \]
\[ \theta = \arctan(y/x). \]

There is a problem with the equation used to convert to polar coordinates. If both real and imaginary parts \((x \text{ and } y)\) are negative, then the signs cancel, and the \(\arctan\) function returns the exact same value as if they both were positive. In other words, converting \(2 + j2\) to polar coordinates gives the exact same answer as converting \(-2 - j2\). In a similar fashion, the \(\arctan\) function returns the same value for \(\arctan(y/\ -x)\) as it does for \(\arctan(-y/x)\). To fix this problem, examine the real part \((x)\), and if it is negative, add \(\pi\) (or \(180^\circ\)) to the angle. Note that subtracting \(\pi\) also works, since the angle is off by \(\pi\), and the functions are \(2\pi\) periodic. That is, the cosine and sine functions return the same results for an argument of \(\theta + \pi - 2\pi\), as they do for an argument of \(\theta + \pi\), and \(\theta + \pi - 2\pi = \theta - \pi\).

Figure 1.2 demonstrates this. A vector is shown in all four quadrants. The radius \(r\) equals \(\sqrt{x^2 + y^2}\), and since \(x\) is always positive or negative \(a\), and \(y\) is always positive or negative \(b\), all four values of \(r\) are the same, where \(a\) and \(b\) are
the distances from the origin along the real and imaginary axes, respectively. Let $a = 3$ and $b = 4$:

\[ z_2 = -a + jb \]
\[ z_3 = -a - jb \]

\[ r_2 = \sqrt{a^2 + b^2} = \sqrt{3^2 + 4^2} = 5 \]

\[ r_3 = \sqrt{(-a)^2 + (-b)^2} = \sqrt{(-3)^2 + (-4)^2} = 5 \]

\[ r_4 = \sqrt{(a)^2 + (b)^2} = \sqrt{3^2 + 4^2} = 5. \]

Here are the calculated angles:

**Figure 1.2:** Calculating $\theta = \arctan(b/a)$ leads to a problem when $a$ is negative.
\[ \theta_1 = \arctan(b/a) = \arctan(4/3) = 0.9273 \text{ rad} \]
\[ \theta_2 = \arctan(b - a) = \arctan(-4/3) = -0.9273 \text{ rad} \]
\[ \theta_3 = \arctan(-b - a) = \arctan(4/3) = 0.9273 \text{ rad} \]
\[ \theta_4 = \arctan(-b/a) = \arctan(-4/3) = -0.9273 \text{ rad}. \]

Clearly, \( \theta_2 \) and \( \theta_3 \) are not correct since they lie in the second and third quadrants, respectively. Therefore, their angles should measure between \( \pi/2 \) (\( \approx 1.57 \)) and \( \pi \) (\( \approx 3.14 \)) for \( \theta_2 \) and between \( -\pi/2 \) and \( -\pi \) for \( \theta_3 \). Adding \( \pi \) to \( \theta_2 \) and \( -\pi \) to \( \theta_3 \) fixes the problem. \( \theta_4 \) is fine, even though the \( \arctan \) function returns a negative value for it. Here are the corrected angles:

\[ \theta_1 = \arctan(b/a) = \arctan(4/3) = 0.9273 \text{ rad} \]
\[ \theta_2 = \arctan(b - a) + \pi = -0.9273 + \pi = 2.2143 \text{ rad} \]
\[ \theta_3 = \arctan(-b - a) - \pi = 0.9273 - \pi = -2.2143 \text{ rad} \]
\[ \theta_4 = \arctan(-b/a) = \arctan(-4/3) = -0.9273 \text{ rad}. \]

The function below converts from complex numbers like \( x + jy \) to polar coordinates. This is not as efficient as using \texttt{abs} and \texttt{angle}, but it demonstrates how to implement the equations.

\begin{verbatim}

% Convert from complex form (x+jy)
% to polar form (magnitude,angle)

% usage: [r, theta] = complex2polar(X)
% function [mag, phase] = complex2polar(X)

% Find magnitudes
mag = sqrt(real(X).*real(X) + imag(X).*imag(X));

% Find phase angles
% Note that parameters for tan and atan are in radians

\end{verbatim}
for i=1:length(X)
    if (real(X(i)) > 0)
        phase(i) = atan(imag(X(i)) / real(X(i)));
    elseif (real(X(i)) < 0)
        % Add to +/- pi, depending on quadrant of the point
        if (imag(X(i)) < 0) % then we are in quadrant 3
            phase(i) = -pi + atan(imag(X(i)) / real(X(i)));
        else % we are in quadrant 2
            phase(i) = pi + atan(imag(X(i)) / real(X(i)));
        end
    else
        % If real part is 0, then it lies on the + or - y-axis
        % depending on the sign of the imaginary part
        phase(i) = sign(imag(X(i)))*pi/2;
    end
end

1.2 What Is a Signal?

A signal is a varying phenomenon that can be measured. It is often a physical quantity that varies with time, though it could vary with another parameter, such as space. Examples include sound (or more precisely, acoustical pressure), a voltage (such as the voltage differences produced by a microphone), radar, and images transmitted by a video camera. Temperature is another example of a signal. Measured every hour, the temperature will fluctuate, typically going from a cold value (in the early morning) to a warmer one (late morning), to an even warmer one (afternoon), to a cooler one (evening) and finally a cold value again at night. Often, we must examine the signal over a period of time. For example, if you are planning to travel to a distant city, the city’s average temperature may give you a rough idea of what clothes to pack. But if you look at how the temperature changes over a day, it will let you know whether or not you need to bring a jacket.

Signals may include error due to limitations of the measuring device, or due to the environment. For example, a temperature sensor may be affected by wind chill. At best, signals represented by a computer are good approximations of the original physical processes.

Some real signals can be measured continuously, such as the temperature. No matter what time you look at a thermometer, it will give a reading, even if the time between the readings is arbitrarily small. We can record the temperature at intervals of every second, every minute, every hour, etc. Once we have recorded these
measurements, we understand intuitively that the temperature has values between readings, and we do not know what values these would be. If a cold wind blows, the temperature goes down, and if the sun shines through the clouds, then it goes up. For example, suppose we measure the temperature every hour. By doing this, we are choosing to ignore the temperature for all time except for the hourly readings. This is an important idea: the signal may vary over time, but when we take periodic readings of the signal, we are left with only a representation of the signal.

A signal can be thought of as a (continuous or discrete) sequence of (continuous or discrete) values. That is, a continuous signal may have values at any arbitrary index value (you can measure the temperature at noon, or, if you like, you can measure it at 0.0000000003 seconds after noon). A discrete signal, however, has restrictions on the index, typically that it must be an integer. For example, the mass of each planet in our solar system could be recorded, numbering the planets according to their relative positions from the sun. For simplicity, a discrete signal is assumed to have an integer index, and the relationship between the index and time (or whatever parameter) must be given. Likewise, the values for the signal can be with an arbitrary precision (continuous), or with a restricted precision (discrete). That is, you could record the temperature out to millionths of a degree, or you could restrict the values to something reasonable like one digit past the decimal. Discrete does not mean integer, but rather that the values could be stored as a rational number (an integer divided by another integer). For example, 72.3 degrees Fahrenheit could be thought of as 723/10. What this implies is that irrational numbers cannot be stored in a computer, but only approximated. You might write 3.14 for \( \pi \), but this is merely an approximation. If you wrote 3.141592654 to represent \( \pi \), this is still only an approximation. In fact, you could write \( \pi \) out to 50 million digits, but it would still be only an approximation!

It is possible to consider a signal whose index is continuous and whose values are discrete, such as the number of people who are in a building at any given time. The index (time) may be measured in fractions of a second, while the number of people is always a whole number. It is also possible to have a signal where the index is discrete, and the values are continuous; for example, the time of birth of every person in a city. Person #4 might have been born only 1 microsecond before person #5, but they technically were not born at the same time. That does not mean that two people cannot have the exact same birth time, but that we can be as precise as we want with this time. Table 1.1 gives a few example signals, with continuous as well as discrete indices and quantities measured.

For the most part, we will concentrate on continuous signals (which have a continuous index and a continuous value), and discrete signals (with an integer index and a discrete value). Most signals in nature are continuous, but signals represented
Table 1.1: Example signals.

<table>
<thead>
<tr>
<th>quantity measured</th>
<th>discrete</th>
<th>continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>discrete</td>
<td>mass (planet number)</td>
<td>people in a building (time)</td>
</tr>
<tr>
<td>continuous</td>
<td>birth time (person)</td>
<td>temperature (time)</td>
</tr>
</tbody>
</table>

inside a computer are discrete. A discrete signal is often an approximation of a continuous signal. One notational convention that we adopt here is to use \( x[n] \) for a discrete signal, and \( x(t) \) for a continuous signal. This is useful since you are probably already familiar with seeing the parentheses for mathematical functions, and using square brackets for arrays in many computer languages.

Therefore, there are 4 kinds of signals:

- A signal can have a continuous value for a continuous index. The “real world” is full of such signals, but we must approximate them if we want a digital computer to work with them. Mathematical functions are also continuous/continuous.

- A signal can have a continuous value for a discrete index.

- A signal can have a discrete value for a continuous index.

- A signal can have a discrete value for a discrete index. This is normally the case in a computer, since it can only deal with numbers that are limited in range. A computer could calculate the value of a function (e.g., \( \sin(x) \)), or it could store a signal in an array (indexed by a positive integer). Technically, both of these are discrete/discrete signals.

We will concentrate on the continuous/continuous signals, and the discrete/discrete signals, since these are what we have in the “real world” and the “computer world,” respectively. We will hereafter refer to these signals as “analog” and “digital,” respectively.

In the digital realm, a signal is nothing more than an array of numbers. It can be thought of in terms of a vector, a one-dimensional matrix. Of course, there are multidimensional signals, such as images, which are simply two-dimensional matrices. Thinking of signals as matrices is an important analytical step, since it allows us to use linear algebra with our signals. The meaning of these numbers depends on the application as well as the time difference between values. That
is, one array of numbers could be the changes of acoustic pressure measured at 1 millisecond intervals, or it could be the temperature in degrees centigrade measured every hour. This essential information is not stored within the signal, but must be known in order to make sense of the signal. Signals are often studied in terms of time and amplitude. Amplitude is used as a general way of labeling the units of a signal, without being limited by the specific signal. When speaking of the amplitude of a value in a signal, it does not matter if the value is measured in degrees centigrade, pressure, or voltage.

Usually, in this text, parentheses will be used for analog signals, and square brackets will be used for digital signals. Also, the variable \( t \) will normally be a continuous variable denoting time, while \( n \) will be discrete and will represent sample number. It can be thought of as an index, or array offset. Therefore, \( x(t) \) will represent a continuous signal, but \( x[n] \) will represent a discrete signal. We could let \( t \) have values such as 1.0, 2.345678, and 6.00004, but \( n \) would be limited to integer values like 1, 2, and 6. Theoretically, \( n \) could be negative, though we will limit it to positive integers \{0, 1, 2, 3, etc.\} unless there is a compelling reason to use negatives, too. The programming examples present a case where these conventions will not be followed. In MATLAB, as in other programming languages, the square brackets and the parentheses have different meanings, and cannot be used interchangeably.

Any reader who understands programming should have no trouble with signals. Typically, when we talk about a signal, we mean something concrete, such as \textit{mySignal} in the following C++ program.

```c++
#include <iostream>

using namespace std;

int main()
{
    float mySignal[] = 4.0, 4.6, 5.1, 0.6, 6.0 ;
    int n, N=5;

    // Print the signal values
    for (n=0; n<N; n++)
        cout << mySignal[n] << ' ';
    cout << endl;

    return 0;
}
```

For completeness, we also include below a MATLAB program that does the same...
thing (assign values to an array, and print them to the screen).

```matlab
>> mySignal = [ 4.0, 4.6, 5.1, 0.6, 6.0 ];
>> mySignal

mySignal =

    4.0000    4.6000    5.1000    0.6000    6.0000
```

Notice that the MATLAB version is much more compact, without the need to declare variables first. For simplicity, most of the code in this book is done in MATLAB.

### 1.3 Analog Versus Digital

As mentioned earlier, there are two kinds of signals: analog and digital. The word analog is related to the word analogy; a continuous (“real world”) signal can be converted to a different form, such as the analog copy seen in Figure 1.3. Here we see a representation of air pressure sensed by a microphone in time. A cassette tape recorder connected to the microphone makes a copy of this signal by adjusting the magnetization on the tape medium as it passes under the read/write head. Thus, we get a copy of the original signal (air pressure varying with time) as magnetization along the length of a tape. Of course, we can later read this cassette tape, where the magnetism of the moving tape affects the electricity passing through the read/write head, which can be amplified and passed on to speakers that convert the electrical variations to air pressure variations, reproducing the sound.

An analog signal is one that has continuous values, that is, a measurement can be taken at any arbitrary time, and for as much precision as desired (or at least as much as our measuring device allows). Analog signals can be expressed in terms of functions. A well-understood signal might be expressed exactly with a mathematical function, or approximately with such a function if the approximation is good enough for the application. A mathematical function is very compact and easy to work with. When referring to analog signals, the notation \( x(t) \) will be used. The time variable \( t \) is understood to be continuous, that is, it can be any value: \( t = -1 \) is valid, as is \( t = 1.23456789 \).

A digital signal, on the other hand, has discrete values. Getting a digital signal from an analog one is achieved through a process known as sampling, where values are measured (sampled) at regular intervals, and stored. For a digital signal, the values are accessed through an index, normally an integer value. To denote a digital
Figure 1.3: A sound signal with a tape analog.
signal, \(x[n]\) will be used. The variable \(n\) is related to \(t\) with the equation \(t = nT_s\), where \(T_s\) is the sampling time. If you measure the outdoor temperature every hour, then your sampling time \(T_s = 1\) hour, and you would take a measurement at \(n = 0\) (0 hours, the start time), then again at \(n = 1\) (1 hour), then at \(n = 2\) (2 hours), then at \(n = 3\) (3 hours), etc. In this way, the signal is quantized in time, meaning that we have values for the signal only at specific times.

The sampling time does not need to be a whole value, in fact it is quite common to have signals measured in milliseconds, such as \(T_s = 0.001\) seconds. With this sampling time, the signal will be measured every \(nT_s\) seconds: 0 seconds, 0.001 seconds, 0.002 seconds, 0.003 seconds, etc. Notice that \(n\), our index, is still an integer, having values of 0, 1, 2, 3, and so forth. A signal measured at \(T_s = 0.001\) seconds is still quantized in time. Even though we have measurements at 0.001 seconds and 0.002 seconds, we do not have a measurement at 0.0011 seconds.

Figure 1.4 shows an example of sampling. Here we have a (simulated) continuous curve shown in time, top plot. Next we have the sampling operation, which is like multiplying the curve by a set of impulses which are one at intervals of every 0.02 seconds, shown in the middle plot. The bottom plot shows our resulting digital signal, in terms of sample number. Of course, the sample number directly relates to time (in this example), but we have to remember the time between intervals for this to have meaning. In this text, we will start the sample number at zero, just like we would index an array in C/C++. However, we will add one to the index in MATLAB code, since MATLAB indexes arrays starting at 1.

Suppose the digital signal \(x\) has values \(x[1] = 2\), and \(x[2] = 4\). Can we conclude that \(x[1.5] = 3\)? This is a problem, because there is no value for \(x[n]\) when \(n = 1.5\). Any interpolation done on this signal must be done very carefully! While \(x[1.5] = 3\) may be a good guess, we cannot conclude that it is correct (at the very least, we need more information). We simply do not have a measurement taken at that time.

Digital signals are quantized in amplitude as well. When a signal is sampled, we store the values in memory. Each memory location has a finite amount of precision. If the number to be stored is too big, or too small, to fit in the memory location, then a truncated value will be stored instead. As an analogy, consider a gas pump. It may display a total of 5 digits for the cost of the gasoline; 3 digits for the dollar amount and 2 digits for the cents. If you had a huge truck, and pumped in $999.99 worth of gas, then pumped in a little bit more (say 2 cents worth), the gas pump will likely read $000.01 since the cost is too large a number for it to display. Similarly, if you went to a gas station and pumped in a fraction of a cent’s worth of gas, the cost would be too small a number to display on the pump, and it would likely read $000.00. Like the display of a gas pump, the memory of a digital device has a finite amount of precision. When a value is stored in memory, it must not be too large
Figure 1.4: Sampling a continuous signal.
nor too small, or the amount that is actually stored will be cut to fit the memory’s capacity. This is what is meant by quantization in amplitude. Incidentally, since “too small” in this context means a fractional amount below the storage ability of the memory, a number could be both too large and “too small” at the same time. For example, the gas pump would show $000.00 even if $1000.004 were the actual cost of the gas.

Consider the following C/C++ code, which illustrates a point about precision.

```c
unsigned int i;
i=1;
while (i != 0) {
    /* some other code */
    i++;
}
```

This code appears to be an infinite loop, since variable `i` starts out greater than 0 and always increases. If we run this code, however, it will end. To see why this happens, we will look at internal representation of the variable `i`. Suppose our computer has a word size of only 3 bits, and that the compiler uses this word size for integers. This is not realistic, but the idea holds even if we had 32, 64, or 128 bits for the word size instead. Variable `i` starts out at the decimal value 1, which, of course, is `001` in binary. As it increases, it becomes `010`, then `011`, `100`, `101`, `110`, and finally `111`. Adding 1 results in a `1000` in binary, but since we only use 3 bits for integers the leading 1 is an overflow, and the `000` will be stored in `i`. Thus, the condition to terminate the `while` loop is met. Notice that this would also be the case if we remove the `unsigned` keywords, since the above values for `i` would be the same, only our interpretation of the decimal number that it represents will change.

Figure 1.5 shows how a signal can appear in three different ways; as an analog signal, a digital signal, and as an analog signal based upon the digital version. That is, we may have a “real world” signal that we digitize and process in a computer, then convert back to the “real world.” At the top, this figure shows how a simulated analog signal may appear if we were to view it on an oscilloscope. If we had an abstract representation for it, we would call this analog signal `x(t)`. In the middle graph of this figure, we see how the signal would appear if we measured it once every 10 milliseconds. The digital signal consists of a collection of points, indexed by the sample number `n`. Thus, we could denote this signal as `x[n]`. At the bottom of this figure, we see a reconstructed version of the signal, based on the digital points. We need a new label for this signal, perhaps `x'(t)`, `x̂(t)`, or `x̂̂(t)`, but these symbols have other meanings in different contexts. To avoid confusion, we can give it a new name altogether, such as `x_2(t)`, `x_{reconstructed}(t)` or `new_x(t)`. While the reconstructed
signal has roughly the same shape as the original (analog) signal, differences are noticeable. Here we simply connected the points, though other (better) ways do exist to reconstruct the signal.

Figure 1.5: Three ways of viewing a signal.

It is possible to convert from analog to digital, and digital to analog. Analog signal processing uses electronics parts such as resistors, capacitors, operational amplifiers, etc. Analog signal processing is cheaper to implement, because these parts tend to be inexpensive. In DSP, we use multipliers, adders, and delay elements (registers) to process the signal. DSP is more flexible. For example, error detection and error correction can easily be implemented in DSP.

1.4 What Is a System?

A system is something that performs an operation (or a transform) on a signal. A system may be a physical device (hardware), or software. Figure 1.6 shows an abstraction of a system, simply a “black box” that produces output $y[n]$ based upon
input $x[n]$. A simple example system is an incremennter that adds 1 to each value of the signal. That is, suppose the signal $x[n]$ is $\{1, 2, 5, 3\}$. If $y[n] = x[n] + 1$, then $y[n]$ would be $\{2, 3, 6, 4\}$.

![Figure 1.6: An example system.](image)

Examples of systems include forward/inverse Fourier transformers (Chapter 6, “The Fourier Transform”), and filters such as the Finite Impulse Response filter and the Infinite Impulse Response filter (see Chapter 3, “Filters”).

### 1.5 What Is a Transform?

A **transform** is the operation that a system performs. Therefore, systems and transforms are tightly linked. A transform can have an inverse, which restores the original values.

For example, there is a cliché that an optimist sees a glass of water as half full while a pessimist sees it as half empty. The amount of water in the glass does not change, only the way it’s represented. Suppose a pessimist records the amount of water in 3 glasses, each of 1 liter capacity, as 50% empty, 75% empty, and 63% empty. How much water is there in total? To answer this question, it would be easy to add the amount of water in each glass, but we do not have this information. Instead, we have measures of how much capacity is left in each. If we put the data through the “optimist’s transform,” $y[n] = 1 - x[n]$, the data becomes 50%, 25%, and 37%. Adding these number together results in 112% of a liter, or 1.12 liters of water.

A transform can be thought of a different way of representing the same information.

How full are the glasses of water in Figure 1.7? An optimist would say that they are half full, one-quarter full, and one-tenth full, respectively.

A pessimist would say the water is $1 - \text{(optimist)}$ empty, e.g., .5 empty, .75 empty, and .90 empty. So we can convert back and forth between the two ways of specifying the same information. Sometimes one way of looking at the information is better than another. For example, if you want to know the total amount in all three glasses, the optimist’s way of seeing things would be easier to work with. However, if you needed how much more to pour in each glass to fill them, the pessimist’s way of measuring the amounts is better.
Suppose that we have a simple incrementer system that adds 1 to every input. We will use $x_1[n]$ to represent the input signal, and $y_1[n]$ to represent the output. We can write the output in terms of the input, i.e., $y_1[n] = x_1[n] + 1$. If $x_1$ is the sequence $\{1, 3, 7\}$, the output $y_1$ would be the sequence $\{2, 4, 8\}$. Now suppose we want to get the original values of $x_1$ back. To do this, we need to “undo” the transform, which we can do with the following “inverse” transform. Since we have given a name to the reverse transform, we will call the first transform ($y_1[n] = x_1[n] + 1$) the “forward” transform.

The inverse transform for the incrementer system would be a decrementer, that simply subtracts 1 from each value, i.e., $y_2[n] = x_2[n] - 1$. If we hooked these two systems up in series, we would have the output of the first system as the input to the second, effectively assigning $x_2[n] = y_1[n]$. So $y_2[n] = x_2[n] - 1$, $y_2[n] = y_1[n] - 1$, or $y_2[n] = (x_1[n] + 1) - 1$. It is easy to see that the two systems cancel each other out, and the final output ($y_2[n]$) is what we started with originally ($x_1[n]$).

Typically, we do not study systems that add or subtract constants.

A natural question is, “Why would we do this?” One answer is so that we can analyze the transformed signal, or compress it. This does not follow from such a simple example, but more complicated transforms (such as the discrete cosine transform) have been used effectively to allow a compression program to automatically alter the signal to store it in a compact manner.

Sometimes transforms are performed because things are easier to do in the transformed domain. For example, suppose you wanted to find the number of years between the movies *Star Wars* (copyright MCMLXXVII) and *Star Wars: Episode II—Attack of the Clones* (copyright MMII). Subtracting one number from another is not a problem, but Roman numerals are difficult to work with [7]! The algorithm we use of subtracting the right-most column digits first, writing the difference and borrowing from the left, does not work. Instead, the easiest thing to do is convert the Roman numerals to decimal numbers, perform the subtraction, and convert the result back to Roman numerals. In this case, the transform would convert MCM-LXXVII to 1977, and MMII to 2002. Subtracting 1977 from 2002 gives us 25, which is the inverse-transformed to XXV. Performing the transform and later the inverse-
transform may seem like a waste of effort, but not if it greatly simplifies the steps in between.

If you have had a course in differential equations, you may have seen the Laplace transform used for just this purpose: to provide an easy way to solve these equations. After the equation is set up, you apply the Laplace transform (often by looking it up in a table), then the transformed equation can be manipulated and solved using algebra, and finally the result is inverse-transformed back to the time-domain (again, often by looking at a table). The Laplace transform also has a use in determining the stability of systems, and this is something we will return to in a later chapter.

1.6 Why Do We Study Sinusoids?

We look at sinusoidal functions (sine and cosine) because they are interesting functions that often appear in the “analog” world. Examining a single cosine function is easy to do, and what applies to one cosine function also applies to a signal composed of several sinusoids. Since sinusoidal functions occur frequently, it is nice to be able to use a few pieces of data to represent a sinusoid. Almost every sinusoid in this text will be of the following format:

\[ \text{amplitude} \times \cos(2\pi \times \text{frequency} \times t + \text{phase}) \]

That is all! When the amplitude, frequency, and phase are known, we have all the information we need to find the value of this sinusoid for any value of time \( t \). This is a very compact way of representing a signal. If the signal is more complex, say it is composed of two sinusoids, we just need the amplitude, frequency, and phase information of the two sinusoids. In this way, we can represent the signal, then later remake it from this information.

Think of how the earth rotates around the sun in a year’s time. The earth gets the same amount of sunlight every day, but the earth’s tilt means that one hemisphere or the other receives more sun. Starting at the December solstice (around December 22), the earth’s Northern hemisphere receives the least amount of sunlight [8]. As the earth rotates around the sun, this hemisphere gets an increasing amount of sunlight (spring time), until it reaches the maximum (summer), then the days get shorter (fall), and it finally returns to the low point again in winter. The seasons vary with time. In two dimensions, one could diagram this with the sun in the center, and the earth following a circular path around it (approximately). Another way of viewing this information is to graph the distance with time as the x-axis. For the y-axis, consider the horizontal distance between the two. This graph looks like a sine wave. The seasons change with time, but they always repeat. Therefore, this signal is periodic.
Examples of sinusoidal signals are all around us. The rotation of the moon around the earth, the temperature of a city over a day’s time, and the acoustic waves made by human speech are all examples of sinusoidal-like signals. Human speech is interesting, because it may be a single sinusoid (such as a vowel sound), or a composite signal made up of several sinusoids.

Composite signals are important in theory as well as practice. Any function that is not truly random can be approximated with a sum of sinusoids. In other words, a signal can be broken down into a combination of simpler signals. As a mathematical abstraction, the composite signal

\[ x(t) = \cos(2\pi 100t) + \cos(2\pi 200t) \]

can easily be plotted in MATLAB. The example below will work, though it is inefficient.

```matlab
Ts = 0.0002; % sampling time, Ts, is .2 ms
for n = 1:100 % we will have 100 samples
    x(n) = cos(2*pi*100*n*Ts) + cos(2*pi*200*n*Ts);
end
plot(x);
```

A better way is to eliminate the `for` loop, as shown below.

```matlab
Ts = 0.0002; % sampling time, Ts, is .2 ms
n = 1:100; % we will have 100 samples
x = cos(2*pi*100*n*Ts) + cos(2*pi*200*n*Ts);
plot(n, x, 'b');
```

The code above adds the two cosine signals together, point by point, and stores the results in a vector `x`. We can use `n` in place of `1:length(x)` for this particular example, if we want. Also, using `x` would work here just as well as `x(n)`.

Notice that the MATLAB example above does not actually plot `x(t)`. It plots `x(t = nT_s)`, where `n` is an integer 1..1000. `T_s` is the sampling time, which is an important value that we will look into more closely in a later chapter. We could simulate `x(t)`, however, it would still be a digital signal since variable `t` has a limited set of values. Example code appears below.

```matlab
% simulated x(t)
t = 0:0.0002:0.02;
x = cos(2*pi*100*t) + cos(2*pi*200*t);
plot(1:length(x), x, 'b');
```
The `1:length(x)` parameter specifies an array that has the same number of elements as \( x \) does, which can be seen along the x-axis. A final example of the plot command follows:

```matlab
plot(t, x, 'b');
```

Notice how the x-axis now reflects time instead of sample number.

When several sinusoid components are in the same signal, and each of the frequencies is an integer multiple of a common frequency, we say that the frequencies are harmonically related.

A “truly random” function cannot be represented well with a sum of sinusoids. Such a function would not repeat itself, but would go on forever as an unpredictable value for any time value. This is similar to an irrational number. Most values are rational, that is, can be represented as a division of one integer number by another, for example, the quantity 1.5 is a rational number since it is the same as \( 3/2 \). It could also be represented as \( 15/10 \), if desired, just as 1.4 could be represented as \( 14/10 \), and 1.3 could be represented as \( 13/10 \). In fact, any number that has only 1 digit past the decimal point could be written as an integer over 10. In a similar line of reasoning, any number with 2 digits past the decimal could be written as an integer over 100, e.g., \( 1.23 = 123/100 \). We can keep going with this, even with an extreme case like \( 1.23456789 = 123456789/10000000 \). Since our denominator (the number on the bottom) can be as large as we like, it may seem like EVERY number can be represented in such a way, and is therefore rational. But there are a few numbers that are irrational, such as \( \pi \). You can write as many digits for \( \pi \) as you like, and someone could come along after you and add another digit. It does not repeat, as far as we know, even when computed out to millions of digits. Truly random functions are like this—they do exist, but we can deal with them the way we deal with \( \pi \), by approximation. One could represent \( \pi \) as the rational number 3.14159. This is not TRULY \( \pi \), but it is close enough for most applications. In a similar fashion, one could find an approximation for a truly random signal that would be judged “good enough” for the application.

### 1.7 Sinusoids and Frequency Plots

Suppose you had the following sequence of numbers, with little information about them: \{59, 65, 68, 70, 61, 61, 63, 66, 66, 67, 70, 71, 71, 70, 70, 70\}. You could calculate the average, the variance, and what the minimum and maximum values are. If you had to guess what the signal is likely to be, measured at an arbitrary time, 66 seems to be a good guess. Now suppose you get the information that these
values correspond to temperature readings in degrees Fahrenheit. These numbers could be used to decide how to dress for the climate, and you might conclude that long-sleeved garments would be warm enough, perhaps with a sweater. Now suppose that these readings were taken in Atlanta during the month of August. How can this be? Atlanta is known to have a hot climate, especially in August. There is one key piece of information that is missing: that these temperatures were taken every day at 2 a.m. Now it all makes sense, that the temperatures were read at a time when they are likely to be their lowest.

Taking samples too infrequently leads to poor conclusions. Here one might assume that the temperatures fluctuate by only a few degrees. Or one could assume that the temperatures above are indicative of the climate, instead of being an extreme. We expect that temperature will rise in the afternoon and fall in the nighttime, not unlike a sine function. But this example shows how we can miss the overall rise and fall trend by sampling at regular intervals that happen to coincide with the low points. If we were to sample a bit more frequently, say every 23 hours starting with an initial read at 2 a.m., this new set of readings would not be better. They would make it appear as if the temperature gradually gets warmer (as the sampling time becomes earlier: first 2 a.m., then 1 a.m., then midnight, then 11 p.m., etc., eventually reaching the afternoon), then gradually gets cooler (when the samples get earlier and earlier in the morning). A better sampling rate would be every 12 hours or less, since we would get a much better idea of how the temperature fluctuates. At worst, we would read temperatures right in the middle of the extremes, but we would still have a good idea of the average.

We use both time and frequency in language to view the same information in different ways. For example, you may ask “how long is it before I have to change the oil in my car?” in which case the answer would be in terms of time (months). A related question, “how many times a year do I need to change the oil in my car?” results in a frequency-based answer (oil changes per year). Time and frequency have an inverse relationship in language as well as in DSP.

We are used to thinking about frequency in some contexts. When you move to a new town, you are likely to set up your stereo and scan the channels. Moving the dial as far as it will go to the left, you slowly turn it until you hear something. If you like what you hear, you make note of the dial’s location, and move it to the right. When finished, you have essentially made a graph of the spectrum: where you found nonzero energy for the dial’s location, you marked the frequency.

You may wonder why radio stations often have numbers past the decimal point, such as 88.5 instead of just 88 or 89. These numbers are in terms of MHz, or millions of Hertz, and the extra digit helps you tune in a good signal. After you graduate and get a great job, and see that you have $1.3M in your bank account, think back
to this example, and how the .3 is significant to you! You may have noticed how FM radio stations end in odd numbers, at least in the United States. The U.S. allocated the FM spectrum in 200 kHz chunks, starting on an odd boundary. So you might have a local 88.5 MHz station, but not one at 88.6 MHz.

Now imagine instead that you have a measure of all the energy of the radio spectrum for an instant in time. How could you use this to tell which radio station to listen to? You cannot use it for this purpose. Though you are used to signals in terms of time, there are some cases in which the frequency information makes things much easier.

1.8 Summations

In Digital Signal Processing, you are likely to run into formulas containing summations and other seemingly complicated things. Summations are nothing to be afraid of. For example, the following formula and the C/C++ code below it accomplish the same task. This example summation is just a compact way of expressing an idea: for each number in $x$, multiply by two and subtract one, add all the results together, and store the final answer in the variable $s$. Let $x = \{1.4, 5.7, 3.0, 9.2, 6.8\}$, and let $N$ be the number of values in $x$.

$$s = \sum_{i=0}^{N-1} 2x[i] - 1$$

Here is part of a program in C/C++ to do the same thing:

```c
int i;
float x[] = {1.4, 5.7, 3.0, 9.2, 6.8};
int N=5; // the number of values in x[]
float s = 0;

for (i=0; i<N; i++)
    s = s + 2*x[i] - 1;
```

If you find the mathematical notation confusing, then practice a few examples of converting sums to programs. After a while, you should be comfortable with both ways.

In MATLAB, we could do the following:

```matlab
x = [1.4, 5.7, 3.0, 9.2, 6.8];
```
\[ s = 0; \]
\[
\text{for } i=1:\text{length}(x) \\
    s = s + 2*x(i) - 1; \\
\text{end}
\]

Even more compactly, we could accomplish the summation in MATLAB with:

\[
x = [1.4, 5.7, 3.0, 9.2, 6.8]; \\
s = \text{sum}(2*x - 1);
\]

MATLAB will be covered in more detail in Chapter 2.

1.9 Summary

This chapter covers the concepts of numbers, from counting to a number line, to negative numbers, infinity and negative infinity, fractional numbers, irrational numbers, and finally complex numbers (\(\sqrt{-1}\) being the y-axis). Topics also covered include polar coordinates, complex exponentials, continuous versus discrete, digital versus analog, signals, systems, transforms, sinusoids, and composite signals. Coverage of these topics will be expanded in the following chapters.

Signals are the data that we work with, and digital signals can be thought of as an array (or matrix). Online systems would have data in streams, but we typically do not discuss these to keep things simple. Transforms can be used for analysis, and are often used in compression applications.

1.10 Review Questions

1. What is a signal?

2. What is a system?

3. What is a transform?

4. What does \(x[n]\) imply?

5. What does \(x(t)\) imply?
6. What is the decimal value of the binary fixed-point number 0101.01? (show work)

7. Represent 75.625 as a fixed-point binary number.

8. Represent 36.1 as a fixed-point binary number.

9. Convert the Cartesian point (2, 5) to polar coordinates.

10. Convert the polar coordinates 4, 25 degrees to Cartesian coordinates.

11. Explain what we mean by quantization in time, and quantization in amplitude.

12. Why are sinusoids useful in digital signals?

13. Why is there a problem using $\theta = \arctan(b/a)$ for conversion to polar coordinates?

14. What are the differences between analog and digital?
Chapter 2

MATLAB

MATLAB is a programming environment which has gained popularity due to its ease of use. The purpose of this chapter is not to teach MATLAB programming, but it is intended to provide a quick reference to MATLAB. It is easy to understand if you already know a programming language; if you do not, the following examples should help. Whether you are an experienced programmer or a beginner, the best thing to do is try the examples on your computer. MATLAB provides an interactive environment that makes this easy: you type a command, and it executes it. If there is a problem, it will let you know, and you can try again. If a command works well, you can copy and paste it into a file, creating a complex program one step at a time.

In fact, we will consider any group of commands that are stored in a file to be a program. The only distinction between a program and a function is the “function” keyword used in the first (noncomment) line in a file. This line specifies the inputs and outputs, as well as the function name. It is a good idea to give the function the same name as the file that it is stored in. The filename should also have “.m” as the extension. An example function will follow shortly.

MATLAB provides an editor, which will color text differently based on its functionality. Under this editor, comments appear in green, strings appear in red, and keywords (such as if, end, while) appear in blue. This feature helps the programmer spot errors with a command, such as where an unterminated string begins. This editor is not required, however, because any text editor will work. Here is one frustrating mistake that programmers occasionally make: if a program or function is changed in the editor, but not saved to disk, then the old version of it will be used when it is executed. Make sure to save your work before trying to run it!
2.1 Working with Variables

A common programming mistake is to use a variable without declaring it first. This is not a problem in MATLAB. In fact, MATLAB is very flexible about variables and data types. If an undefined variable is assigned a value, for example:

```
a = 1;
```

MATLAB will assume that the variable \( a \) should be created, and that the value 1 should be stored in it. If the variable already exists, then it will have the number 1 replace its previous value.

This works with scalars, vectors, and matrices. The numbers stored in variables can be integers (e.g., 3), floating-points (e.g., 3.1), or even complex (e.g., \( 3.1 + 5.2j \)).

```
a = 3;
b = 3.1;
c = 3.1 + 5.2j;
```

A semicolon (;) is often put at the end of a command. This has the effect of suppressing the output of the resulting values. Leaving off the semicolon does not affect the program, just what is printed to the screen, though printing to the screen can make a program run slowly. If a variable name is typed on a line by itself, then the value(s) stored for that variable will be printed. This also works inside a function or a program. A variable on a line by itself (without a semicolon) will be displayed.

```
>> a

a =

3

>> b

b =

3.1000

>> c
```
c = 3.1000 + 5.2000i

MATLAB shows the complex value stored in c with i representing the complex part (the square root of -1). Notice, though, that it also understands j, as the assignment statement for c shows. Both i and j can be used as variables, just as they are in other languages. It is advisable to use k instead, or some other variable name, to avoid confusion.

It is a good idea to use uppercase variable names for matrices, and lowercase names for scalars. This is not a requirement; MATLAB does not care about this. But it is case sensitive; that is, the variable x is considered to be different from the variable X.

One final note about functions is that the variables used in a function are not accessible outside of that function. While this helps the programmer maintain local variables, it also means that, if the function produces an error, the programmer will not be able to simply type a variable’s name at the prompt to find its value. A quick fix for this is to comment out the function’s declaration line, then call it again. Alternatively, MATLAB provides breakpoints and other programming interface features that you would expect from a software development kit.

2.2 Getting Help and Writing Comments

The help command is very useful. Often, a programmer will remember the function he or she wants to use, but first want to verify the name, and then figure out what the parameters are, and the order of the parameters. The help command is useful for this purpose. Just type help at the prompt, followed by the function name, for example, help conv gives information on the convolution function (conv).

When creating a function or program, it is important to document the code. That is, make sure to include enough comments so that someone else can figure out what the code does. This “someone else” could even be yourself, if you make a program and enough time passes before you need to use it again. Comments in MATLAB start with a percent sign “%,” and the comment lasts until the end of the line, just like the C++ style comment (of two forward slashes). A comment can appear on the same line as a command, as long as the command is first (otherwise, it would be treated as part of the comment).

It is a good idea to put several lines of comments at the top of your programs and functions. Include information like the order of the inputs, the order of the outputs,
and a brief description of what the code does. The nice thing about MATLAB is that the comments at the top of your file will be returned by the help function.

Try this: Type `help xyz` at the MATLAB prompt. It should tell you that no such function exists.

```matlab
>> help xyz

xyz.m not found.
```

Type the function below, and save it as “xyz.m”:

```matlab
% This is my function. It returns the input as the output.

function [a] = xyz(b)

a=b;
```

Now try `help xyz` again. You should see the first few lines printed to the screen. Be sure to put the percent sign in the left-most column if you want these comments to be found by the help facility.

```matlab
>> help xyz

This is my function. It returns the input as the output.

Usage: a = xyz(b)
```

### 2.3 MATLAB Programming Basics

This section covers the main things that you need to know to work with MATLAB. The command `clc` clears the command window, and is similar to the `clear` command in the Unix environment. The command `clear`, by the way, tells MATLAB
to get rid of all variables, or can be used to get rid of a specific variable, such as `clear A`. Clearing a variable is a good idea when changing the number of elements in an array variable. To see a list of the variables in memory, type `who`. The similar command `whos` gives the same list, but with more information.

```matlab
>> A = 3;
>> who

Your variables are:

A

>> whos

Name      Size             Bytes  Class
A       1x1               8  double array

Grand total is 1 element using 8 bytes

>> clear
>> who

In the example above, we see that the variable `A` is defined, and the difference between `who` and `whos`. After the `clear` statement, the `who` command returns nothing since we got rid of the variables.

### 2.3.1 Scalars, Vectors, and Matrices

A variable can be given a “normal” (scalar) value, such as `b=3` or `b=3.1`, but it is also easy to give a variable several values at once, making it a vector, or even a matrix. For example, `c=[1 2]` stores both numbers in variable `c`. To make a matrix, use a semicolon (";") to separate the rows, such as: `d=[1 2; 3 4; 5 6]`. This makes `d` a matrix of 3 rows and 2 columns. To access one of the values, use two indices, e.g., `d(2,2)` returns the value 4.

```matlab
>> d=[1 2; 3 4; 5 6]

  d =
```

```matlab
>> d(2,2)
```

```matlab
4
```
What if you want to add another row onto \( d \)? This is easy, just give it a value: \( d(4, :) = [7 \ 8] \). Notice the colon “:” in the place of the column specifier. This is intentional, it is a little trick to specify the whole range. We could have used the command \( d(4, 1:2) = [7 \ 8] \) to say the same thing, but the first version is easier (and less typing).

\[
\begin{array}{cc}
1 & 2 \\
3 & 4 \\
5 & 6 \\
\end{array}
\]

\[
\begin{array}{cc}
7 & 8 \\
\end{array}
\]

What if we want to select column 1 only? The following code does this.

\[
\begin{array}{c}
\end{array}
\]

Compare the previous output to the following command.

\[
\begin{array}{cc}
1 & 2 \\
\end{array}
\]
The last two examples show how to access column 1 and row 1, respectively.

### 2.3.2 Number Ranges

A variable can hold a range of numbers. For example, imagine that variable \( N \) should hold all numbers 1, 2, 3, 4, etc., up to the number 100. Here is one way to create \( N \):

```matlab
for index=1:100
    N(index)=index;
end
```

This does the job, but there is a faster and simpler way to say the same thing. Below, we set \( N \) equal to a range, specified with a colon “:” symbol between the starting and ending values.

\[
N=1:100;
\]

If a third number is specified, then the second one will be used as the increment. For example, \( M=0:0.4:2 \) would assign the sequence \( \{0, 0.4, 0.8, 1.2, 1.6, 2\} \) to variable \( M \). The following example shows all numbers between 8 and 20, with an increment of 2.

```matlab
>> 8:2:20
ans =
   8 10 12 14 16 18 20
```

### 2.3.3 Output

Often, during a program’s run, the program needs to convey information to the user. To print a string or a number to the screen, the `sprintf` command is quick and simple.

```matlab
>> sprintf('The value of \pi is \%5.3f', pi)
ans =
    The value of \pi is 3.142
```
Notice that there is no semicolon at the end of the above command. The reason for this is that it would suppress the output, but here we want the output to go to the user’s screen. Of course, `sprintf` can also be used to create a string to be stored in a variable.

Like all other programming languages, there is always more than one way to do the same thing. The `disp` command can also display information to the screen. It does not matter if the `disp` command is followed by a semicolon. It can be used in conjunction with `sprintf`, as the following example shows.

```matlab
>> disp('this is a string')
this is a string
>> disp('this is a string');
this is a string
>> disp(sprintf('The value of pi is %5.3f',pi))
The value of pi is 3.142
```

The single quotes specify a string. Notice how the following output changes depending on the presence of the quotes.

```matlab
>> hello = 5;
>> disp('hello')
hello
>> disp(hello)
5
```

### 2.3.4 Conditional Statements (if)

Like most programming languages, the way to execute code conditionally is with the `if` statement. In the following example, the division is done only when the denominator does not equal zero. Dividing by zero is one common mistake that can stop a program.

```matlab
% Look out for division by 0
if (denominator ~= 0)
    result = numerator / denominator;
end
```

Here is another way of handling this. In the following example, the `if` statement either performs the `sprintf`, or else it performs the division, but it will not do both.
Notice how a single equal sign would indicate assignment, e.g., a=1, but when comparing two values, two equal signs are used, e.g., if (a==1). This way it is clear to the computer which operation to perform (assignment or comparison). Unfortunately, this is a common source of error in a program.

```matlab
% Look out for division by 0
if (denominator == 0)
    sprintf('Cannot perform division since denominator is 0')
else
    result = numerator / denominator;
end
```

As might be expected, if statements can be nested. For example, the following code checks a pair of indices (m and n) before allowing them to be used to access a matrix’s value. This kind of check is useful to make sure that the program does not crash. Before running this code, however, values for m, n, and A (the matrix) need to be defined.

```matlab
A = [1 2; 3 4; 5 6; 7 8];
m=0;
n=1;
```

Now try the following code. Note that if and(m>0, n>0) would be equivalent to if ((m>0) && (n>0)) in C/C++. Experiment with different values for m and n. An easy way to try this repeatedly is to use MATLAB’s built-in editor, and save these commands in a file (for example, “checkindices.m”). When you want to run it, simply type the filename without the extension (e.g., checkindices) at the command prompt. The code does have a precondition, in that it expects A, m, and n to be defined before this code is executed.

```matlab
% Check that the indices m and n are valid
[rows, cols] = size(A);
if and(m>0, n>0)
    if and(m<=rows, n<=cols)
        sprintf(' A ( %d, %d ) = %d', m, n, A(m,n))
    else
        sprintf('One of the indices m or n is too big.')
    end
end
```
else
    sprintf('The indices m and n must be greater than 0.\n')
end

Also, version 7 of MATLAB was enhanced to allow the && operator to be used just like in C/C++. (This does not work with version 6.) Here is a short example.

```matlab
>> array = [37 85 59];
>> index = 3;
>> if (index >=1 ) && (index <= length(array))
    array(index) = array(index)+2;
end
>> array

array =

    37   85   61
```

The else statement goes with the nearest if. Note that else if is treated differently than elseif. The command else if is treated as two separate statements; an end is expected for both the second if as well as the first. The command elseif is a continuation of the first if, much like a switch/case statement. The two examples below show how the if statement can be structured.

```matlab
% One way to structure the if statement
if (a == 1)
    sprintf('a = 1\n')
else if (a == 2)
    sprintf('a = 2\n')
end
end

% Another way to structure the if statement
if (a == 1)
    sprintf('a = 1\n')
elseif (a == 2)
    sprintf('a = 2\n')
end
```
Any if should have a corresponding end, unless it is an elseif. For clarity, it is better to use elseif, or to put else and if on different lines.

2.3.5 Loops

Repetition is common in programs, and MATLAB provides the for and while loops for this purpose. The end statement, naturally enough, marks the end of the loop.

```matlab
count = 0;
while (count < 10)
    B(count+1) = count*2;
    count = count+1;
end
```

Alternatively, the following code does the same thing, as an example of a for loop.

```matlab
for count=0:9
    B(count+1) = count*2;
end
```

One final point is that MATLAB is able to process array operations efficiently. Often, loops such as these can be eliminated, as the example below shows.

```matlab
count=0:9;
B(count+1) = count*2;
```

2.3.6 Continuing a Line

In the MATLAB examples in this book, you may observe ellipses at the end of a line (that is, three periods in a row, “...”). This simply tells MATLAB that the command is continued on the next line, which is a necessity when observing maximum column widths in a print out.

2.4 Arithmetic Examples

The term vector has two meanings in this book, depending on the context. First, the word vector is used to mean the same thing as an array. Second, it can also mean a magnitude and angle forming a set of polar coordinates (also called a phasor,
especially if the angle changes, i.e., it spins like the hand on a watch, even if it’s counterclockwise). The respective meaning should be apparent in the text. With matrices, order is important. For example, suppose you have matrices $A$, $B$, and $C$. Multiplying them together, $(AB)C$ is not the same as $A(BC)$. Fortunately, MATLAB takes care of the details of complex vector and matrix calculations.

Here are some examples of common arithmetic operations in MATLAB. First, we will define some variables to work with.

To get started, select "MATLAB Help" from the Help menu.

```matlab
>> A = [20 1 9 16]

A =

20 1 9 16

>> A2 = [20, 1, 9, 16] % Commas can separate entries

A2 =

20 1 9 16

As we see above, adding commas after each element also works, and is a bit clearer.

```matlab
>> B = [ 5 4 3 2]

B =

5 4 3 2

>> C = [ 0 1 2 3; 4 5 6 7; 8 9 10 11]

C =

0 1 2 3
4 5 6 7
8 9 10 11

>> D = [ 8; 12; 0; 6] % Semicolons separate rows
```
D =

8
12
0
6

>> F = [ 31 30 29 28; 27 26 25 24; 23 22 21 20]

F =

31 30 29 28
27 26 25 24
23 22 21 20

Semicolons can be used to separate rows of a matrix, as seen above, where all of the operations are assignment statements. Most of the examples below are not assignment statements; that is, the results are just printed to the screen and do not affect the above matrices.

The `size` command returns the number of rows and number of columns for a given matrix. We see here that A and B are both arrays, matrices with only one row. Meanwhile, C is a matrix of three rows and four columns. D is also an array, since it has only one column.

```
size(A)
ans =
    1  4

>> size(C)
ans =
    3  4

>> size(D)
ans =
```
A variable followed by a period then the single-quote character indicates the transpose of that variable. The notation:

\[ A.' \]

simply represents the transpose of the array \( A \). We can obtain the same effect by using `transpose(A)` instead. The example below shows the transpose of \( A \), that is, views it as a 4 by 1 matrix instead of a 1 by 4 matrix. We can verify this with the `size` function. On a matrix like \( C \), the result is to swap the rows with the columns. Similarly, we see that \( C \) is a 3 by 4 matrix, while the transpose of \( C \) is 4 by 3.

```matlab
>> A.'  \% transpose A
ans =
    20
     1
     9
    16

>> size(A.)
ans =
    4   1

>> C.'  \% transpose C
ans =
     0   4   8
     1   5   9
     2   6  10
     3   7  11

>> size(C.)
```
Addition and subtraction can be carried out as expected. Below, we see that a constant can be added to every element of a matrix, e.g., \( A + 7 \). We can add every element of two matrices together, as in \( A + B \). Subtraction is easily done with \( A - B \) and \( B - A \).

\[
\begin{align*}
\text{ans} &= \\
4 &\quad 3 \\
\text{ans} &= \\
27 &\quad 8 &\quad 16 &\quad 23 \\
\text{ans} &= \\
25 &\quad 5 &\quad 12 &\quad 18 \\
\text{ans} &= \\
15 &\quad -3 &\quad 6 &\quad 14 \\
\text{ans} &= \\
-15 &\quad 3 &\quad -6 &\quad -14
\end{align*}
\]

To find the summation of an array, use the `sum` function. It also works with two-dimensional matrices, though it will add all of the numbers along the columns and return an array. Notice below that there are two ways of expressing the same thing. The command `sum(A+B)` says to add matrix \( A \) to matrix \( B \), then find the sum of the result. The second way to do this, `sum(A) + sum(B)` says to find the sum of \( A \) and the sum of \( B \), then add the two sums together. As in any programming language,
there are often multiple ways to do the same thing. This becomes important when performance is poor; it may be possible to restate the operations in a more efficient way.

```matlab
>> sum(A)
ans =
   46
>> sum(B)
ans =
   14
>> % Add A to B, then find their sum
>> sum(A+B)
ans =
   60
>> % find sum of A and sum of B, then add
>> sum(A) + sum(B)
ans =
   60
```

The next examples are of multiplication operations. Multiplication can be a bit tricky, since there are several similar operations. First, let us start by trying to multiply $A$ with $B$.

```matlab
>> A*B
??? Error using ==> *
Inner matrix dimensions must agree.
```

We cannot multiply a $4 \times 1$ matrix with a $4 \times 1$ matrix! If we want to multiply two matrices together, we must make sure that the first matrix has as many columns as
the second matrix has rows. In this case, we must transpose either $A$ or $B$ in order to multiply it by the other. Note that when we multiply $A$ by the transpose of $B$, we are multiplying the $n^{th}$ elements together, and adding the results.

$$\text{ans} =$$

\[
\begin{bmatrix}
100 & 80 & 60 & 40 \\
5 & 4 & 3 & 2 \\
45 & 36 & 27 & 18 \\
80 & 64 & 48 & 32
\end{bmatrix}
\]

$$\text{ans} =$$

\[
\begin{bmatrix}
163
\end{bmatrix}
\]

$$\text{ans} =$$

\[
\begin{bmatrix}
\end{bmatrix}
\]

What if we want to multiply the $n^{th}$ elements together, but not add the results? This can be accomplished by putting a period before the multiplication sign, to say that we want to multiply the individual elements together. Notice that now we do not have to transpose either array.

$$\text{ans} =$$

\[
\begin{bmatrix}
100 & 4 & 27 & 32
\end{bmatrix}
\]

We can multiply an array by a scalar value, as seen below. Also, we can take the results of such an operation and add them together with the \texttt{sum} function.

$$\text{ans} =$$

\[
\begin{bmatrix}
\end{bmatrix}
\]
When it comes to multiplying matrices with arrays, the results are as one would expect from linear algebra.

\[
\text{ans} =
\begin{bmatrix}
80 & 4 & 36 & 64
\end{bmatrix}
\]

\[
\text{>> sum(A*4)}
\]

\[
\text{ans} =
184
\]

There are several different ways to multiply \( F \) and \( C \). Trying \( F * C \) does not work, because the dimensions are not correct. If \( F \) or \( C \) is transposed, then there is no
problem. The numbers from these two matrices are shown multiplied and added in
the variable result, showing that the multiplication result is what we should expect.
We use the three dots (ellipsis) after result below to continue on the next line; this
makes the lines fit.

>> F.'*C  \% transpose(F) * C

ans =

  292   373   454   535
  280   358   436   514
  268   343   418   493
  256   328   400   472

>> result = ...
[31*0+27*4+23*8, 31*1+27*5+23*9, 31*2+27*6+23*10, 31*3+27*7+23*11;
 30*0+26*4+22*8, 30*1+26*5+22*9, 30*2+26*6+22*10, 30*3+26*7+22*11;
 29*0+25*4+21*8, 29*1+25*5+21*9, 29*2+25*6+21*10, 29*3+25*7+21*11;
 28*0+24*4+20*8, 28*1+24*5+20*9, 28*2+24*6+20*10, 28*3+24*7+20*11]

result =

  292   373   454   535
  280   358   436   514
  268   343   418   493
  256   328   400   472

>> F*C.'

ans =

     172    644   1116
     148    556    964
     124    468    812

>> result = ...
[31*0+30*1+29*2+28*3, 31*4+30*5+29*6+28*7, 31*8+30*9+29*10+28*11;
 27*0+26*1+25*2+24*3, 27*4+26*5+25*6+24*7, 27*8+26*9+25*10+24*11;
 23*0+22*1+21*2+20*3, 23*4+22*5+21*6+20*7, 23*8+22*9+21*10+20*11]
We can change the order of the matrices, and find that we get the same results as above, except transposed. An easy way to verify this is to subtract one (transposed) result from the other, to see that all subtraction results are zero.

\[
\begin{align*}
\text{result} &= \\
&= \begin{bmatrix}
172 & 644 & 1116 \\
148 & 556 & 964 \\
124 & 468 & 812
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{\texttt{>> C.'*F}} \quad &\% \text{ gives same answer as F.'*C, except transposed.} \\
\text{ans} &= \\
&= \begin{bmatrix}
292 & 280 & 268 & 256 \\
373 & 358 & 343 & 328 \\
454 & 436 & 418 & 400 \\
535 & 514 & 493 & 472
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{\texttt{>> (F.'*C).'} - C.'*F} \\
\text{ans} &= \\
&= \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{\texttt{>> C*F.}} \quad &\% \text{ gives same answer as F*C.'}, \text{ except transposed.} \\
\text{ans} &= \\
&= \begin{bmatrix}
172 & 148 & 124 \\
644 & 556 & 468 \\
1116 & 964 & 812
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{\texttt{>> (F*C.)'.} - C*F.'} \\
\text{ans} &= \\
&= \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\end{align*}
\]
Suppose we want to multiply every element of $C$ with the corresponding element of $F$. We can do this with the .* operator, as we did before. Incidentally, reversing the order of operands produces the same result.

```MATLAB
>> C.*F
ans =

0   30   58   84
108  130  150  168
184  198  210  220
```

```MATLAB
>> result = [0*31, 1*30, 2*29, 3*28;
           4*27, 5*26, 6*25, 7*24;
           8*23, 9*22, 10*21, 11*20]
```

result =

```MATLAB
      0   30   58   84
     108  130  150  168
    184  198  210  220
```

Like multiplication, division has a couple of different interpretations, depending on whether ./ or / is specified. For example, A./B specifies that elements of $A$ should be divided by corresponding elements of $B$.

```MATLAB
>> A = [20 1 9 16];
>> B = [5 4 3 2];
>> A./B
```

ans =

```MATLAB
        4.0000   0.2500   3.0000   8.0000
```
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\[
\text{result} = \begin{bmatrix} 20/5, 1/4, 9/3, 16/2 \end{bmatrix}
\]

\[
\begin{array}{cccc}
4.0000 & 0.2500 & 3.0000 & 8.0000 \\
\end{array}
\]

We can specify that elements of \( B \) should be divided by corresponding elements of \( A \), in two different ways: using the backslash \( A \backslash B \) or the forward slash \( A./B \). Referring to the values of \text{result} from above, we can divide the value 1 by each element. Also shown below is that we can divide each element of matrix \( C \) by the value 5.

\[
\begin{array}{c}
\text{ans} = \\
0.2500 & 4.0000 & 0.3333 & 0.1250 \\
\end{array}
\]

\[
\begin{array}{c}
\text{ans} = \\
0.2500 & 4.0000 & 0.3333 & 0.1250 \\
\end{array}
\]

\[
\begin{array}{c}
\text{ans} = \\
0.2500 & 4.0000 & 0.3333 & 0.1250 \\
\end{array}
\]

\[
\begin{array}{cccc}
0 & 0.2000 & 0.4000 & 0.6000 \\
0.8000 & 1.0000 & 1.2000 & 1.4000 \\
1.6000 & 1.8000 & 2.0000 & 2.2000 \\
\end{array}
\]

Next, we divide the elements of matrix \( C \) by the corresponding elements of \( F \). The
very first result is 0/31, or 0. If we switched the two matrices, i.e., using $F$’s elements for nominators (the top part of the fractions) while $C$’s elements are used for denominators (the bottom part of the fractions), it would still work, but the division by zero would cause the first result to be Inf (infinity).

```matlab
>> C./F

ans =

   0.0000    0.0333    0.0690    0.1071
  0.1481    0.1923    0.2400    0.2917
  0.3478    0.4091    0.4762    0.5500

>> result = [ 0/31, 1/30, 2/29, 3/28;
              4/27, 5/26, 6/25, 7/24;
              8/23, 9/22, 10/21, 11/20]

result =

   0.0000    0.0333    0.0690    0.1071
  0.1481    0.1923    0.2400    0.2917
  0.3478    0.4091    0.4762    0.5500
```

Finally, we can divide one matrix by another. Here is an example, that uses “nice” values for the second matrix. The `inv` function returns the matrix’s inverse. We expect the result of matrix division to be the same as multiplication of the first matrix by the inverse of the second. In other words, $M/N = M \times N^{-1}$, just as it works with scalar values. The code below verifies that our results are as we expect them.

```matlab
M = [1 2 3; 4 5 6; 7 8 9]

M =

     1     2     3
     4     5     6
     7     8     9

>> N = [1 2 0; 3 0 4; 0 5 6]
```
\[ N = \]
\[
\begin{pmatrix}
1 & 2 & 0 \\
3 & 0 & 4 \\
0 & 5 & 6 \\
\end{pmatrix}
\]
\[
\text{>> inv(N)}
\]
\[
\text{ans =}
\begin{pmatrix}
0.3571 & 0.2143 & -0.1429 \\
0.3214 & -0.1071 & 0.0714 \\
-0.2679 & 0.0893 & 0.1071 \\
\end{pmatrix}
\]
\[
\text{>> M/N} \quad \% \text{This is the same as M*inv(N)}
\]
\[
\text{ans =}
\begin{pmatrix}
0.1964 & 0.2679 & 0.3214 \\
1.4286 & 0.8571 & 0.4286 \\
2.6607 & 1.4464 & 0.5357 \\
\end{pmatrix}
\]
\[
\text{>> M*inv(N)}
\]
\[
\text{ans =}
\begin{pmatrix}
0.1964 & 0.2679 & 0.3214 \\
1.4286 & 0.8571 & 0.4286 \\
2.6607 & 1.4464 & 0.5357 \\
\end{pmatrix}
\]

There are many other operators in MATLAB. For a list, type \texttt{help .}, that is, the word \texttt{help} followed by a space then a period.

### 2.5 Functions

MATLAB supports functions. For greater flexibility, store the functions separately, with the same filename as the name of the function. In MATLAB, a function’s local variables are removed after the function executes. This can be frustrating if the
function needs to be debugged. Once the program works well, it is a good idea to encapsulate it into a function.

For example, the following function takes two scalar values as arguments \((x\text{ and } y)\), and returns two values \((r\text{ and } \theta)\). Whatever values \(r\) and \(\theta\) have at the end of the function will be returned. This function should be saved as “convert_to_polar.m,” in the local workspace (the default).

\[
\%
\% \text{Comments}
\%
\text{function } [r, \theta] = \text{convert_to_polar}(x, y)
\]

It would be invoked by the following command. The names of the parameters do not need to be the same as those in the function’s definition.

\[
>> [\text{vector\_length}, \text{vector\_angle}] = \text{convert\_to\_polar}(a, b);
\]

2.6 How NOT to Plot a Sinusoid

Sinusoidal functions are important to signal processing. Suppose we want to make a graph of a 200 Hz sinusoid. This sounds simple enough, but can present several hurdles, as this section demonstrates.

We had an expression for sinusoids already, \(a \times \cos(2\pi ft + \phi)\). If we want to, we could use the sine function instead, but this expression will do. We know the frequency, and can use \(a = 1\) and \(\phi = 0\) to keep things simple.

The plan is to generate an array of the cosine values, then plot the array. A first try would probably look like:

\[
\text{for } t=1:100
\text{ \hspace{1cm}} x = \cos(2\pi*200*t);
\text{end}
\text{plot(x)};
\]

But this code results in disappointment, since the graph appears blank. Actually, the graph does contain a single point at (1,1), though this is far from our desired sinusoid. A quick check of variable \(x\) reveals that it is a scalar value. We need to specify that MATLAB store \(x\) as an array. We try again, using \(t\) as an index.

\[
\text{for } t=1:100
\text{ \hspace{1cm}} x(t) = \cos(2\pi*200*t);
\text{end}
\text{plot(x)};
\]
This brings us a step closer, since we now see a straight line plotted on the graph. But why do we see a straight line? Upon inspection, we notice that all $x$ values are 1. A few examples on a calculator reveal that the values for $x$ are actually correct. The problem here is the argument to the cosine function; $2\pi$ corresponds to a rotation around the circle. So we can always add $2\pi$ to the argument of a sinusoid without changing the result, i.e.,

$$\cos(0) = \cos(2\pi) = \cos(2\pi \times 2).$$

Since $t$ always has integer values in the above code, the cosine function’s argument always is just a $2\pi$ multiple of the one before it. We can fix this by introducing a fractional step to the for loop. Notice how we change the upper limit on $t$ too, to keep the number of points the same.

```matlab
for t=1:0.01:2
    x(t) = cos(2*pi*200*t);
end
plot(x);
```

This code gives us an error:

```matlab
??? Subscript indices must either be real positive integers or logicals.
```

```
>> t

 t =

1.0100
```

We see that $t$ has a value of 1.01, and using 1.01 to index an array will give us a problem in just about any computer language. In other words, we cannot use $x(t)$ unless $t$ has an integer value. To fix this, we can introduce a new variable $n$ just to act as an index for array $x$.

```matlab
n = 1;
for t=1:0.01:2
    x(n) = cos(2*pi*200*t);
end
plot(x);
```
n = n + 1;
end
plot(x);

This code executes well, but still plots a straight line. The problem is again in
the argument to the \texttt{cos} function. We had the right idea of using fractional values
in the argument, but we did not carry it far enough. When we multiply 200 by \( t \),
we generate values from 200 to 400, with a step of 2. The problem remains that we
use integer multiples of \( 2\pi \) for our cosine arguments. To try to fix this, we can make
the step value smaller, as below. We will reduce the upper limit, to keep the size of
our array the same.

\begin{verbatim}
  n = 1;
  for t=1:0.001:1.1
    x(n) = cos(2*pi*200*t);
    n = n + 1;
  end
  plot(x);
\end{verbatim}

Finally, we have working code that produces something that resembles a sinusoid.
To make it smoother, we can alter the step and upper limit again.

\begin{verbatim}
  n = 1;
  for t=1:0.0001:1.01
    x(n) = cos(2*pi*200*t);
    n = n + 1;
  end
  plot(x);
\end{verbatim}

Now we have a smooth-looking sinusoid. But the x-axis has the indices, not the
actual \( t \) values. To improve this, we modify the \texttt{plot} function to specify the x-axis
values:

\begin{verbatim}
  plot(1:0.0001:1.01, x);
\end{verbatim}

We are not finished yet. The code we have works, but it could be more efficient
and compact. We really do not even need the \texttt{for} loop with MATLAB. Instead we
can express \( t \) as a range, then use it as part of the expression for \( x \), then again in
the \texttt{plot} command.
\begin{verbatim}
t = 1:0.0001:1.01;
x = cos(2*pi*200*t);
plot(t, x);

Notice how MATLAB stores \( x \) as an array. The critical difference here is the argument to the cosine function contains a range. When we multiply a range by a constant (or three constants, in this case), we still end up with a range. MATLAB allows the cosine function to work with arrays as well as scalar values, and returns an array. In fact, we could even combine the statements above:

\[ \text{plot((1:0.0001:1.01), cos(2*pi*200*(1:0.0001:1.01)))}; \]

Compaction like this detracts from the code’s readability. Thus, the three-line example above makes a better solution. But there is one important thing it lacks: comments. Other improvements that we might desire are a title, and labels for the x-axis and y-axis. We end this discussion with an improved solution (below). We also include an \texttt{axis} command, that specifies what part of the graph we want to see, i.e., we want to see the x-axis from 1 to 1.01, and we want to view the y-axis from \(-1\) to 1. The final result appears in Figure 2.1.

\begin{verbatim}
% let \( t \) be a small amount of time
t = 1:0.0001:1.01;
% find a 200 Hz sinusoid based on \( t \)
x = cos(2*pi*200*t);
plot(t, x);
title('A 200 Hz sinusoid');
xlabel('Time');
ylabel('Amplitude');
axis([1 1.01 -1 1]);
\end{verbatim}

\end{verbatim}

2.7 Plotting a Sinusoid

The following program plots a sinusoid, given the frequency, magnitude and phase angle. It also works for more than one sinusoid at a time.

\begin{verbatim}
\%
\% Given frequencies, magnitudes and phases,
\% plot a set of sinusoids (up to 4) (based on plotharmonic.m)
\%
\end{verbatim}
Figure 2.1: A 200 Hz sinusoid produced by example MATLAB code.
% usage: plotsinusoids(freq, mag, phase)
% function plotsinusoids(freq, mag, phase)

max_plots = 4; % Maximum number of sinusoids to plot at once
num_points = 200; % Number of points per repetition

% Check parameters
if (or((length(mag)~=length(freq)), ...
   (length(phase)~=length(freq))))
    error('Error - freq, mag, and phase must be the same size')
end

% We want this for 2 repetitions, and num_points per rep.
freq_min = min(freq);
step = 2/(freq_min*num_points);
t = 0:step:2*(1/freq_min);

i=1;
my_limit = min(length(freq), max_plots);
while (i <= my_limit)
    x = mag(i)*cos(2*pi*freq(i)*t + phase(i));
    my_title = ...
    sprintf('Sinusoid with f=%d, mag=%4.2f, phase=%4.2f', ...
            freq(i), mag(i), phase(i));
    subplot(my_limit,1,i);
    plot(t,x);
    title(my_title);
    ylabel('Amplitude');
    xlabel('Time (sec)');
    i = i + 1;
end

The following command uses the above function. Notice how it does not return a value, so we do not precede the call with a variable = assignment.

plotsinusoids(100, 1.5, pi/6);

This produces the graph shown in Figure 2.2.
Figure 2.2: Using the “plotsinusoids” function.
2.8 Plotting Sinusoids a Little at a Time

The next program came about because of a need to see when two sinusoids repeat, also known as the period. Take two sinusoids with frequencies of 25 Hz and 33 Hz, for example. Both repeat themselves over and over, but what if they were added together? The resulting sinusoid would repeat itself, but when? To find out, we need the greatest common divisor. Fortunately, MATLAB provides such a function:

\[
\text{>> gcd(25, 33)}
\]

\[
\text{ans = 1}
\]

This means that the signal \(\cos(2\pi 25t) + \cos(2\pi 33t)\) repeats every second, or \(1/gcd(25,33)\). Figure 2.3 demonstrates this. The signal is plotted for time 0 to 1 second in the top half, and from 1 to 2 seconds in the bottom half. While the signal has sections that look similar, careful examination reveals that the signal does not actually repeat until 1 second has elapsed.

What if we want to see a close-up view of the two sinusoids? The following code does just that. It plots two sinusoids, and shows one section at a time. The `pause` function gives the user a chance to see the graph before a new graph is plotted. With it, we can see that the two sinusoids start at the same value, but do not match up at this value until the very end. Figure 2.4 shows the output of this program for the end of the sinusoids.

```matlab
% % show_sins.m
% Show 2 sinusoids, 100 samples at a time.
%
% Feel free to change any of the default values below
show_num = 100; % How many samples to show at a time
count = 100; % How many samples to advance at a time
t = 0:0.001:1; % Our simulated time variable
freq1 = 25; % frequency1
freq2 = 33; % frequency2
```
Figure 2.3: This signal repeats itself every second.
Figure 2.4: A close-up view of two sinusoids from 0.9 to 1 second.
x1 = cos(2*pi*freq1*t);
x2 = cos(2*pi*freq2*t);
mytitle = ...  
    sprintf('A %d Hz sinusoid (.) and a %d Hz one (solid)', ...  
        freq1, freq2);
start = 1;
last = show_num;
done = 0;
while (done ~=1)
    plot(t(start:last), x1(start:last), 'k.-', t(start:last), ...  
        x2(start:last), 'g')
    axis tight;  % Make the axis look good
    xlabel('Time (sec)');
    ylabel('Amplitude');
    title(mytitle);
    pause(1);

    % Update array offsets
    last = last + count;
    start = start + count;
    if (start >= length(x1))
        done = 1;
    end
    if (last > length(x1))
        last = length(x1);
    end
end

2.9 Calculating Error

A common operation is to find the difference between two signals. For example, a signal can be compressed, then uncompressed with a “lossy” compression algorithm. (This is where some error in the signal is acceptable.) The amount of error between the original and the reconstructed versions of the signal can be found by summing the absolute values of the differences. Is the absolute value function, abs, really necessary? Consider the following two signals, x and y:

    >> x = [1, 2, 5, 0, -2];
    >> y = [-1, 4, 0, 5, -2];
>> sum(x-y)

ans =

0

Clearly $x$ and $y$ are not equal, but since the positive differences and the negative differences cancel each other out, this simple method makes them appear to be equal. The error between two signals, $x$ and $y$, can be found with the following command. Note that $x$ and $y$ must have the same length.

$$\text{error} = \text{sum}(|x - y|)$$

error =

14

Another way to measure error is the root mean square error (RMSE). The code below calculates this. First, $\text{diff}$ finds the difference between signals $x$ and $y$. Next, we find $\text{sigma}_squared$, also known as $\sigma^2$ or variance, calculated by squaring each element in $\text{diff}$, and adding the results. Finally, we can compute the root mean square error.

\[
\text{diff} = x - y;
\text{sigma}_squared = \text{sum}((\text{diff}.*\text{diff}));
\text{rmse} = \text{sqrt}((\text{sigma}_squared/\text{length}(x))
\]

We could have used the command:

\[
\text{sigma}_squared = \text{diff}\cdot\text{diff}.';
\]

instead of the second line above, since it returns the same answer (and the matrix multiplication takes care of the summation).

2.10 Sometimes 0 Is Not Exactly 0

In programming, a common condition in an if or while statement is a comparison of some variable with zero. When dealing with floating-point numbers, though, the
computer will do exactly what we tell it, and conclude that 0.000000000000000000000000000000000000000001 is not equal to 0.

>> % mynumber should be 0.0 after the next statement
mynumber = sqrt(7)^2 - 7;

% Here we confirm that mynumber is zero, right?
if (mynumber == 0.0)
    sprintf('mynumber is zero')
else
    sprintf('mynumber is not zero')
end

ans =

mynumber is not zero

>>

What is this? If mynumber is not zero, then what is it?

>> mynumber

mynumber =

8.8818e-016

The number is very, very small, but not quite zero. It should be zero, but due to realities of precision, there is a little error.

2.10.1 Comparing Numbers with a Tolerance

When a value is very close to zero, but technically not zero, we can compare it with a certain tolerance, as the following example demonstrates.
>> % mynumber should be 0.0 after the next statement
mynumber = sqrt(7)^2 - 7;

% Set a tolerance limit
tolerance = 0.000001;

% Since we know the value of mynumber is very small,
% but not exactly 0, we will use the following comparison.
if and((mynumber < tolerance), (mynumber > -tolerance))
    sprintf('mynumber is zero')
else
    sprintf('mynumber is not zero')
end

ans =

mynumber is zero

>>

With the tolerance factored in, the comparison gives us the results that we expect. This is only one way of doing the comparison, and the following example shows the same idea, only with the absolute value function abs, to make the code a little more compact and readable.

>> % mynumber should be 0.0 after the next statement
mynumber = sqrt(7)^2 - 7;

% Set a tolerance limit
tolerance = 0.000001;

% Since mynumber is very small, but not exactly 0,
% we will use the following comparison.
% This example shows that we could use the abs() function.
if (abs(mynumber) < tolerance)
    sprintf('mynumber is zero')
else
As we saw before, this code gives us the answer we expect. This type of problem can also occur when comparing two numbers to one another. We may desire that they be declared equal when they are sufficiently close enough. Of course, the amount of tolerance is up to us.

```matlab
>> % compare 2 very close numbers
mynumber1 = sqrt(7)^2
mynumber2 = 7
tolerance = 0.000001;

% This comparison gives us misleading results.
if (mynumber1 == mynumber2)
    sprintf('mynumber1 is equal to mynumber2')
else
    sprintf('mynumber1 and mynumber2 are not equal')
end

mynumber1 =

7.0000

mynumber2 =

7

ans =
```
mynumber1 and mynumber2 are not equal

So, according to the example above, 7 does not equal 7.0000. Of course they should be equal, but what is shown on screen is not entirely what is stored internally. Again, this problem can be fixed by altering the comparison statement.

```matlab
>> %% compare 2 very close numbers
mynumber1 = sqrt(7)^2
mynumber2 = 7
tolerance = 0.000001;

%% This comparison tells us that the two numbers are equal, % up to our tolerance.
if (abs(mynumber1 - mynumber2)< tolerance)
    sprintf('mynumber1 is equal to mynumber2')
else
    sprintf('mynumber1 and mynumber2 are not equal')
end

mynumber1 =

7.0000

mynumber2 =

7

ans =

mynumber1 is equal to mynumber2

>>
```

The above comparison, with the tolerance included, gives us the answer we expect. Notice how the `abs` function is used. This keeps us from having to make two
comparisons. If the absolute value function were not included in the above code, then it would only work when \( mynumber1 \) was greater than or equal to \( mynumber2 \).

Of course, rounding or truncating would also work, and the following subsection gives examples of these functions.

### 2.10.2 Rounding and Truncating

There are four different rounding and truncating functions that we will examine: \texttt{round}, \texttt{ceil}, \texttt{floor}, and \texttt{fix}, each of which converts a floating-point number to an integer. Since these functions can work with arrays as well as single values, we show them working on an array of numbers so that their precise function becomes apparent. First, we see the \texttt{round} function returns the integer closest to the floating-point number, with a cutoff of 3.5.

\[
\begin{align*}
\text{>> round([3.01, 3.49, 3.5, 3.99])} \\
\text{ans =} \\
&\begin{bmatrix}
3 & 3 & 4 & 4 \\
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{>> round([-3.01, -3.49, -3.5, -3.99])} \\
\text{ans =} \\
&\begin{bmatrix}
-3 & -3 & -4 & -4 \\
\end{bmatrix}
\end{align*}
\]

The \texttt{floor} function returns the integer to the left of the floating-point number on the number line.

\[
\begin{align*}
\text{>> floor([3.01, 3.49, 3.5, 3.99])} \\
\text{ans =} \\
&\begin{bmatrix}
3 & 3 & 3 & 3 \\
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{>> floor([-3.01, -3.49, -3.5, -3.99])} \\
\text{ans =} \\
&\begin{bmatrix}
-3 & -3 & -4 & -4 \\
\end{bmatrix}
\end{align*}
\]
The `ceil` function, whose name is short for “ceiling,” works in a manner opposite to that of the `floor` function, giving the integer to the right of the floating-point number on the number line.

```matlab
>> ceil([3.01, 3.49, 3.5, 3.99])
ans =
    4    4    4    4
>> ceil([-3.01, -3.49, -3.5, -3.99])
ans =
   -3   -3   -3   -3
```

Finally, the `fix` function performs truncation, eliminating the fractional part.

```matlab
>> fix([3.01, 3.49, 3.5, 3.99])
ans =
    3    3    3    3
>> fix([-3.01, -3.49, -3.5, -3.99])
ans =
   -3   -3   -3   -3
```

## 2.11 MATLAB Programming Tips

The following bits of advice should help to get started, and if you get stuck.

- If something does not work, check the dimensions of the data. It may work with the transpose.
• If a plot does not show up, the data could be an empty matrix.

• Sound (such as a .wav file) may have 2 channels, so do not forget to manipulate both.

• If the wavplay command does not work, try sound.

• If something calls for the discrete Fourier transform (DFT), try using the fast Fourier transform (FFT).

• Most programs should work with the student edition.

• Your programs may be slow, so be patient. If you are working with a lot of data, you may want to let your program run overnight.

• It is easy to write a script to run the same program(s) over and over again, with different parameters.

• Use the graphical user interface to highlight a section of code, and comment it out (or uncomment it later).

• When a command works well, copy and paste it to a file. It is easy to construct a program this way, by trying different things on the command line and saving the best ones.

• If a function has a problem, comment out the function line, and be sure to define variables in place of the parameters.

• When debugging, use the break command to stop a program, and check values. That is, when trying to find a problem, put this keyword in the program to stop it, with the understanding that it will be removed later. You can also set breakpoints within the code, to achieve the same effect.

• The keywords try and catch can be used to have your program handle errors. For example, Chapter 9, “The Wavelet Transform,” includes a program that uses the wfilters command, and uses try and catch to print a short message indicating that it needs the wavelets toolkit.

2.12 MATLAB Programming Exercises

Several programming exercises designed to help you familiarize yourself with MATLAB follow. The exercises build upon each other, so it is best to go through them in order. Note that the subjective term “smooth” means that the changes between successive points are small.
1. Create a signal $x_1$, where $x_1 = 2 \cos(2\pi 15t)$.
   Make $t$ a range large enough to show 2 repetitions of $x_1$.
   Plot $x_1$.
   What are the minimum and maximum values of $x_1$ from the graph?
   Make the increment of $t$ small enough that the plot of $x_1$ looks smooth (if it already looks smooth, make it even smoother), then replot $x_1$.

   **Answer:**
   One common problem with this is that a straight line appears instead of a sinusoid. The problem stems from the argument to the $\cos$ function, namely, making $t$ go from 0 to some limit with a command like $t=0:100$. Since the count is by 1, $t$ is always an integer, and the argument to the $\cos$ function is always an integer multiple of $2\pi$. Since the $\cos$ function repeats every $2\pi$, the answer is always the same. To fix this, let the range of $t$ increment by a fraction, such as $t=0:0.001:1$.
   A 15 Hz sinusoid repeats 15 times per second. So one full repetition is $1/15$. Here is a nonsmooth plot:

   ```matlab
t = 0:0.01:(2*1/15); x1 = 2*cos(2*pi*15*t); plot(x1)
```
   The minimum and maximum values are -2 and +2, respectively.
   Here is a smooth plot:

   ```matlab
t = 0:0.001:(2*1/15); x1 = 2*cos(2*pi*15*t); plot(x1)
```
   The minimum and maximum values are approximately -2.7 and +4.5, respectively.

2. Let $x_2 = x_1 + 2.5 \cos(2\pi 30t)$, and adjust $t$ as needed.
   Plot $x_2$.
   Again, from the plot, what are the minimum and maximum values?

   **Answer:**

   ```matlab
t = 0:0.001:(2*1/15);
x2 = 2*cos(2*pi*15*t) + 2.5 * cos(2*pi*30*t);
plot(x2)
```
   The minimum and maximum values are approximately -2.7 and +4.5, respectively.
Note: MATLAB has functions min, max, mean (average), median, and sort built-in. The questions below ask you to write your own code for these functions, as if they were not built-in. The idea here is for you to get some programming experience with MATLAB, with some easy-to-verify problems.

3. Write MATLAB code to give minimum and maximum values of $x_1$ and $x_2$. When you are happy with your code, make functions from it called “mymin” and “mymax,” respectively.

Answer:

```matlab
% Mymax : return the maximum value of an array.
% 
function max_val = mymax(x)

% Get an initial guess for the max
max_val = x(1);

% Now go through the rest of the array,
% 1 element at a time
for k=2:length(x)
    % if the value at the current offset
    % is bigger than our current max,
    if (x(k) > max_val)
        % ..then update our current max.
        max_val = x(k);
    end
end

% "max_val" will be returned automatically.
```

Now for the minimum-finding program.

```matlab
% Mymin : return the minimum value of an array.
```
% 

function min_val = mymin(x) 

% Get an initial guess for the min 
min_val = x(1); 

% Now go through the rest of the array, 
% 1 element at a time 
for k=2:length(x) 
    % if the value at the current offset 
    % is smaller than our current min, 
    if (x(k) < min_val) 
        % ..then update our current min. 
        min_val = x(k); 
    end 
end 

% "min_val" will be returned automatically. 

Finally, we can test these solutions. 

>> mymin(x1) 

ans = 

-2 

>> mymin(x2) 

ans = 

-2.6992 

>> mymax(x1) 

ans = 

2
>> mymax(x2)

ans =

4.5000

4. Find $y_1[n] = x_1[n] - .9x_1[n - 1]$, using $x_1$ from above.
Plot $y_1$ (adjusting $t$ as needed).

**Answer:**
Array $t$ does not need to be adjusted, but we have to be careful about $n$. That is, $x_1[n - 1]$ does not exist when $n = 1$ (MATLAB will not let us index an array at location 0). Therefore, we have to start $n$ at 2, so that $n - 1$ is a valid array value. Also, notice that we use parentheses for MATLAB code, in place of the square brackets.

```matlab
for n=2:length(x1)
    y1(n) = x1(n) - .9 * x1(n-1);
end
plot(y1)
```

5. Create $y_2[n]$ to be the average of the current and previous two values of $x_2[n]$.
Plot $y_2$.

**Answer:**
We have to be careful with our starting value for $n$, as in the problem above.

```matlab
for n=3:length(x2)
    y2(n) = (x2(n) + x2(n-1) + x2(n-2))/3;
end
plot(y2)
```

Plot $y_3$.
What will happen as $n$ approaches infinity?
Answer:
You have to give $y_3$ an initial value to use.

\[
y_3(1) = 0; \\
\text{for } n=2:\text{length}(x2) \\
~~~y_3(n) = x2(n) - y3(n-1); \\
\text{end} \\
\text{plot}(y3)
\]

To see what happens when $n$ approaches infinity, we will calculate more values of $y_3$, past the end of $x_2$’s input.

\[
\text{for } n=\text{length}(x2)+1:200 \\
~~~y3(n) = 0 - y3(n-1); \\
\text{end} \\
\text{plot}(y3)
\]

We see from the plot that it repeats as a sinusoid forever.

7. Make a random function that returns an array of $m$ pseudorandom integers between a low and high value specified. Use the \texttt{rand} function in your function, and call your solution “myrand.” Notice that “myrand” should have three parameters: the size of the array to return ($m$), the lowest integer value it should return, and the highest integer value it should return.

Answer:
From the \texttt{help rand} function, we can see how to use the \texttt{rand} function. For example, \texttt{rand(1,8)} returns 8 random values between 0 and 1 as an array. The numbers should range from low to high, so we multiply the values by ($high - low$). Next, we add $low$ to the results.

\[
\text{low} = 10; \text{ hi} = 90; \text{ n} = 8; \\
\text{round}(\text{rand}(1,n)*(\text{hi-low}) + \text{low})
\]

Now we will test it out:

\[
>> x = \text{round}(\text{rand}(1,100)*(\text{hi-low}) + \text{low}); \\
>> \text{plot}(x) \\
>> \text{min}(x)
\]
ans =

  10

>> max(x)

ans =

  90

Now we will put it in a function:

% % Return a vector of m random values % between low and high. % % % Usage: result = myrand(low, high, m) % function result = myrand(low, hi, m)

result = round(rand(1,m)*(hi-low) + low);

8. With an array of 8 values between 0 and 99 (use “myrand”), write a function to return the values in sorted order, from lowest to highest.

Answer:

% % mysort.m % % Given an array of numbers, sort them. % (Use a bubble-sort since it is simple). % % function sorted = mysort(unsorted)

sorted = unsorted;
done = false;
while (~done)
    done = true;
    % Go through the whole array,
    % until no switches are made.
    for k=2:length(sorted)
        % check the current value
        % to its left neighbor
        if (sorted(k-1) > sorted(k))
            % Switch the two
            temp = sorted(k);
            sorted(k) = sorted(k-1);
            sorted(k-1) = temp;
            done = false;
        end
    end
end

>> unsorted = myrand(0, 99, 8)

unsorted =

    93  91  41  88   6  35  81   1

>> mysort(unsorted)

ans =

    1   6  35  41  81  88  91  93

9. Calculate the average from an array, and call your function “average.”

Answer:
Yes, this could be done easily with the following one line command:

>> sum(unsorted)/length(unsorted)

ans =
But in the spirit of doing things for ourselves, here is an alternate solution.

```matlab
function avg = average(x)
    mysum = 0;
    for k=1:length(x)
        mysum = mysum + x(k);
    end
    avg = mysum/k;
end
```

10. Write a function to determine if the number passed to it is even or odd. Your function “evenodd” should print the result to the screen.

**Answer:**
The `ceil` and `floor` functions both return an integer value. If a value divided by 2 is the same as the `ceil` or `floor` of that number divided by 2, then it must be even.

```matlab
function evenodd(value)
    if ((value/2) == floor(value/2))
        disp('even');
    else
```
A couple of tests for this function follow.

```matlab
>> evenodd(7)
odd
>> evenodd(8)
even
```

One interesting variation on this problem is to try to have it return a boolean value (true or false) instead of printing to the screen.

11. Find the median value from an array, and call this function “mymedian.”  (A median is the value in the middle of a sorted array.  If there are two values in the middle, which happens when the number of elements is even, the median should then be the average of those two numbers.)

**Answer:**

```matlab
% mymedian.m
% Return the median value of an array
% Usage: m = mymedian(unsorted_array)
% function m = mymedian(unsorted)

% Sort the array
sorted = mysort(unsorted);
L = length(sorted);
k = ceil(L/2);

% Check to see if there are an even
% or odd number of array elements
if (k == L/2)
    % There are an even number.
    % Average the middle two numbers
```
m = (sorted(k) + sorted(k+1))/2;
else
    \% There are an odd number.
    \% Just get the middle number
    m = sorted(k);
end

12. Use the disp and sprintf functions as needed to print the time in a nice format.

\textbf{Answer:}

time = clock;
disp(sprintf('Current time \%2d:\%2d:\%2d',...
            time(1,4), time(1,5), round(time(1,6))))

\section*{2.13 Other Useful MATLAB Commands}

Below are some other MATLAB commands that are worth experimenting with.

\texttt{sprintf('text. integer \%d float \%f', 3, 2.7)}

(Notice that there is no semicolon after \texttt{sprintf} since we want it to appear on the screen.)

\texttt{plot(1:length(x), x, 'r')}
break
return
close all
clear all
who
whos
save
load
zplane
fir1
vpa
Command for a 3D surface plot:

```matlab
surf
```

Commands that work with files:

```matlab
fopen
fread
fwrite
fprintf
fprintf(1,'text for a file');
fscanf
fclose
```

To find the magnitude and angle of a complex number (convert to polar):

```matlab
abs (gives magnitude)
angle (gives phase angle)
```

Commands for working with images:

```matlab
x = imread('lena.tif', 'tif');
figure(1)
colormap(gray(256))
image(x)
```

`rgb2hsv()` converts Red-Green-Blue to Hue-Saturation-Intensity

Commands to work with sound:

```matlab
audiorecorder
wavrecord
wavread
wavplay
sound
wavwrite
```

Time-related functions:

```matlab
tic / toc
clock
cputime
```

Wavelet-related commands:
This chapter presents an overview of MATLAB, and demonstrates some useful commands. Matrix operations are important to DSP. In fact, we can implement transforms with matrix multiplications.

2.15 Review Questions

All questions should be answered with MATLAB, unless otherwise noted.

1. Write a MATLAB function to sort an array of numbers in descending order (highest to lowest).

2. Write a MATLAB function that removes duplicate numbers. That is, given an array [5, 2, 2, 1, 4, 4, 4], it should return [5, 2, 1, 4]. Assume that the first occurrence of a number is kept, such as in the case of the array [7, 3, 8, 3, 7], where your function should return [7, 3, 8].

3. If \( x = \{121, 145, 167, 192, 206\} \), what is \( y = 3x - 4 \)? Is \( \text{sum}(y) \) the same value as \( 3\text{sum}(x) - 4 \)?

4. Use the \texttt{plot} command to graph \( x \) and \( y \) from above. Both \( x \) and \( y \) should appear on the same graph.

5. Using MATLAB, plot the sinusoid \( 2\cos(2\pi1500t + \pi/2) \), starting at \( t = 0 \) seconds. Be sure to use enough points to make a smooth graph, and only show a few repetitions.

6. Write a MATLAB function called “myfun” to compute

\[
2N^2 - 4N + 6
\]
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for any value \( N \). What will be the result if \( N \) is an array? If your function
does not work when \( N \) is an array, modify it so that it will. It should return
an array of the same length.

7. Floating-point (real) numbers are stored in binary with finite precision on
computers.

a. Using MATLAB, what is the smallest number that we can store? In other
words, we can store \( 1/(2^n) \) in a variable when \( n \) is small, but how large can \( n \)
be before the variable is considered zero? (Use the default precision.)
b. What is the largest number that we can store? In other words, we can store
\( 2^n \) in a variable, but how big can \( n \) be? What happens when \( n \) is too large?
c. What about the number \( 1 + 1/(2^n) \), how large can \( n \) be? Is your answer
the same as in part a? Why or why not?

8. The following MATLAB code should return the magnitudes and phases for
an array of complex numbers. The line marked “problem” actually has two
problems with it.

```matlab
% This function should return the magnitude and phase.
% function [mag, phi] = my_function(y)
% input Y is an array of complex numbers

yr = real(y);
yi = imag(y);
for i=1:length(yr)
    phi(i) = atan(yi(i)/yr(i)); % problem
    mag(i) = sqrt(yr(i)*yr(i)+yi(i)*yi(i));
end
```

a. The first problem is the ambiguity discussed in Chapter 1, “Introduction.”
Explain what this problem is, and demonstrate it via examples.
b. For the second problem, consider what happens when it processes the
following code, which makes it crash! What is the problem?

```matlab
y = [ 1+2j, 3j, 4+5j ];
[xm, xp] = my_function(y);
```
Chapter 3

Filters

We are often interested in manipulating a signal. For example, you might turn up the volume on a stereo system, boost the bass (low-frequency sounds), or adjust sounds in other frequency ranges with the equalizer. These examples are not necessarily digital signal processing, since they can also be done with analog parts, but they do serve as examples of ways we might want to change a signal. Filters allow us to change signals in these ways. How does a filter function? Architecturally, how do we make a filter? We will examine these questions and more in this chapter.

Figure 3.1 (top) shows an example signal, the low temperatures from Chapter 1, “Introduction.” In the middle, we see the output from a lowpass filter, i.e., a filter that keeps the low-frequency information. Notice how much it looks like the original. Also, you may see that the filtered version has one more value than the original, owing to the effect of the filter (the number of filter outputs equals the number of inputs plus the number of filter coefficients minus one). The bottom graph on this figure shows the output from a highpass filter, which allows the rapidly changing part of the signal through. We see that most of the points are around zero, indicating little change. However, a visible dip around output 5 shows how the big change between input samples 4 and 5 becomes encoded here.

Shown in Figure 3.2 is the original frequency content of the example input signal (top). The distinctive pattern seen here owes its shape to the sharp drop between the end of the input signal and zeros used to pad the signal. The sinc function can be used to model this phenomenon, and often windows are used to minimize this effect by allowing the signal to gradually rise at the beginning, then slowly taper off at the end. A triangle function is one example of such a window.

In the middle of Figure 3.2, the lowpass impulse response appears, which gives us an idea of how the filter will affect our signal. The low frequencies will get through it well, but the higher frequencies will be attenuated (zeroed out). For example, an
Figure 3.1: An example signal, filtered.
input frequency of 60 Hz will still be present in the output, but only at about 10% of its original strength. We can see this by looking at the spot marked 60 along the x-axis, and looking up to see the lowpass impulse response is right around the 10% mark on the y-axis.

The bottom plot on Figure 3.2 has the highpass impulse response, showing the opposite effect of the plot above it. This one will allow the high-frequency content through, but attenuate the low-frequency content. Note that both filters here are not ideal, since they have a long, slow slope. We would expect that a good filter would have a sharper cutoff, and appear more like a square wave. These filters were made using only 2 filter coefficients, \([0.5, 0.5]\) for the lowpass filter, and \([0.5, -0.5]\) for the highpass filter. These particular values will be used again, especially in Chapter 9, “The Wavelet Transform.” For the moment, suffice it to say that having few filter coefficients leads to impulse responses like those seen in Figure 3.2.

![Figure 3.2](image)

**Figure 3.2:** The frequency content of the example signal, and low/highpass filters.

*Finite Impulse Response (FIR) filters* are a simple class of filters that perform much of the work of digital signal processing. They are composed of multipliers,
adders, and delay elements. In diagrams showing filters, we show a plus sign within a circle. Strictly speaking, this is a summation whenever the number of inputs is greater than two. Architecturally, the summation can be implemented with an adder tree.

Multipliers are rather complex parts, so sometimes they may be replaced by simpler parts. For example, to multiply by 8, it is easier to shift the number three places to the left (since $2^3 = 8$). Of course, the drawback here is that a shift register is not as flexible as a multiplier, and this would only work if the value-to-multiply-by is always a power of 2.

The delay elements can be thought of as registers, in fact, since registers are used to store a value for a short period of time, a register actually implements a delay element. Having two registers in a row has the effect of delaying the signal by two time units. In Figure 3.3, we show this for the general case. The output from the delay unit(s) appears as a time-shifted version of the input. When the second input value enters a single delay unit, the first input value would exit, leading to $x[n]$ entering on the left and $x[n-1]$ exiting on the right. If we consider a group of $k$ delay units, $x[n-k]$ would exit as $x[n]$ enters.

![Figure 3.3: A digital signal, delayed, appears as a time-shifted version of itself.](image)

The name “Finite Impulse Response” comes from the way the filter affects a signal. An impulse function is an interesting input, where the signal is 0 everywhere, except for one place where it has the value of 1 (a single unit). An FIR filter’s response to this input is finite in duration, and thus it bears the name Finite Impulse Response filter.

\[
\text{unit impulse function } x[n] = \begin{cases} 
1, & \text{when } n = 0 \\
0, & \text{when } n \neq 0
\end{cases}
\]
3.1 Parts of a Filter

As mentioned above, there are only a few types of different parts that go to make filters. These are adders (including summations), multipliers, and delay units. In fact, the Infinite Impulse Response (IIR) filter is also made of these basic parts.

To see how filters work, we will start with an adder, Figure 3.4, then work with a multiplier, Figure 3.5. Think of the adder or multiplier as working on one value per signal at a time. The index is very important, and being off by one position affects the outputs. We will come back to this idea, since a delay unit has this effect on the index.

---

**Example:**

If \( a = [1, 2, 3, 4] \) and \( b = [2, 1, 2, 1] \), what is \( c \)? See Figure 3.4.

![Figure 3.4: An adder with two signals as inputs.](image)

**Answer:**

\[
\begin{align*}
  c[0] &= a[0] + b[0], \\
  c[1] &= a[1] + b[1], \\
\end{align*}
\]

\[
\begin{align*}
  c[0] &= 1 + 2, \\
  c[1] &= 2 + 1, \\
  c[2] &= 3 + 2, \\
  c[3] &= 4 + 1
\end{align*}
\]

Thus, we conclude that \( c[n] = a[n] + b[n] \).

---

**Example:**

If \( a = [1, 2, 3, 4] \) and \( b = [2, 1, 2, 1] \), what is \( c \)? See Figure 3.5.

![Figure 3.5: A multiplier with two signals as inputs.](image)

**Answer:**

\[
\begin{align*}
  c[0] &= a[0] \times b[0], \\
  c[1] &= a[1] \times b[1], \\
\end{align*}
\]
Thus, we conclude that $c[n] = a[n] \times b[n]$.

Example:
If $a = [1, 2, 3, 4]$ and $b = [2, 1, 2, 1]$, what is $c$? See Figure 3.6.

$$c[n] = \begin{bmatrix} 1 \times 2 \\ 2 \times 1 \\ 3 \times 2 \\ 4 \times 1 \end{bmatrix} = [2, 2, 6, 4]$$

We see that $c[n] = a[n] \times b[n]$.

The delay unit shifts a signal. We assume that any signal value outside of our index’s range is 0, so if a signal is delayed by one unit, we can insert a 0 at the beginning of it. For example, if we delay signal $x$ by one unit to form signal $y$, Figure 3.7, and signal $x = [1, 3, 5]$, then signal $y = [0, 1, 3, 5]$. How do these two signals relate mathematically?

Clearly, $y[n] = x[n - 1]$.

Delay units are sometimes shown with “$z^{-1}$” in place of the “D.” The reason for this will have to wait until Chapter 8, “The $z$-Transform,” but for now, just treat the two as equivalent.
3.2 FIR Filter Structures

Now that we have seen how the parts make a filter, we will demonstrate some FIR filters and discuss some important characteristics: describing FIR filters by equations, and how the unit impulse function works with them. The FIR filter structure is quite regular, and once the numbers corresponding to the multipliers are known, the filter can be completely specified. We call these numbers the filter coefficients. One unfortunate use of the terminology is to call the filter’s outputs coefficients as well. In this book, “coefficients” will be used to denote the filter coefficients only.

In Figure 3.8, we see an example FIR filter. Notice that the arrows show direction as left to right only, typical of FIR filters. Sure, an arrow points from the input down to the delay unit, but significantly no path exists from the output side back to the input side. It earns the name feed-forward for this reason.

Suppose Figure 3.8 has an input \( x[n] = [1, 0] \). The outputs would be \([0.5, 0.5]\), and zero thereafter. We find these outputs by applying them, in order, to the filter structure. At time step 0, \( x[0] \) appears at the input, and anything before this is zero, which is what the delay element will output. At the next time step, everything shifts down, meaning that \( x[0] \) will now be output from the delay element, meanwhile \( x[1] \) appears as the current input.

How would you express \( y[n] \) as an equation? As we observe from calculating \( y[0] \) and \( y[1] \), we really have the same pattern:

\[
y[0] = 0.5x[0] + 0.5x[-1]
\]
This generalizes to:

\[ y[n] = 0.5x[n] + 0.5x[n-1]. \]

A finite and discrete signal’s support is simply its index range. Think of a signal’s support as the amount of samples where the signal has a defined value (which could also include zero). Suppose that you measure the low temperature over a week in winter, in degrees Celsius. If the temperatures measured are \{2, 1, 0, -1, 0, 2, 0\}, the support would be still be 7, even though some of the values were 0. For analysis, we might assume that all values before the first sample and after the last sample are 0.

**Example:**
For Figure 3.9, if \( x = \{1\} \), what is \( y \)? Express \( y \) as an equation.

For Figure 3.9, if \( x = \{1\} \), what is \( y \)? Express \( y \) as an equation.

\[ y[1] = 0.5x[1] + 0.5x[0]. \]

**Answer:**
It is easy to see that for an input of 1, the output is 0.6. But we must not stop there, since this 1 will be the delay unit’s output on the next time step. We can (and should) assume that all future inputs outside of the ones given are zero. On the next time step, we compute \( y[1] = 0.2 \). For the following time step, notice that the last nonzero input (i.e., 1) no longer appears, and we can stop here.

\[ y = [0.6, 0.2] \]

To find the equation, we observe that for input \( n \) we have output of \( 0.6 \times (\text{current input}) + 0.2 \times (\text{previous input}) \), leading to the generalization:

\[ y[n] = 0.6x[n] + 0.2x[n-1]. \]
Figure 3.10 shows the general form of the FIR filter, for $K + 1$ filter coefficients. (There are $K + 1$ of them because we start at 0 and count to $K$.) The number of filter coefficients is also called the number of *taps*. By convention, the number of taps equals the number of filter coefficients. So a filter with coefficients $\{b_0, b_1, \ldots, b_K\}$ has $K + 1$ taps, since there are $K + 1$ total filter coefficients. However, it is said to be of order $K$. In other words, the *order* of the filter and the taps express the same idea, but with a difference of 1.

With the structure of Figure 3.10 [11], it is possible to determine the output. It is also possible to determine an equation for the output, which is


Notice that whatever index is used for $b[\cdot]$ is also used in $x[n - \cdot]$. This means we can represent everything on the righthand side of the equation as a summation.

$$y[n] = \sum_{k=0}^{K} b[k]x[n - k]$$

**Example:**
Given $b = [0.1, 0.2, 0.3]$ and $x = [1, 0, 0, 2, 0, 1, 4, 3]$, what is $y$?

**Answer:**

This can be found by noting the above equation, then making a chart.

|-------|-------|-------|-------|

Plugging in the values of $x[n]$ to form columns multiplied by a scalar:
Figure 3.10: General form of the FIR filter.
Therefore, \( y[n] = [0.1, 0.2, 0.3, 0.2, 0.4, 0.7, 0.6, 1.4, 1.8, 0.9] \).

This is nothing more than a matrix multiplied by a vector. In other words,

\[
y[n] = \begin{bmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 2 \\
2 & 0 & 1 \\
0 & 1 & 4 \\
1 & 4 & 3 \\
4 & 3 & 0 \\
3 & 0 & 0 \\
\end{bmatrix}
\times \begin{bmatrix}
0.3 \\
0.2 \\
0.1 \\
\end{bmatrix}.
\]

Generalizing this for any \( x \) with eight elements and \( b \) with three elements, we have:

\[
\begin{bmatrix}
y[0] \\
y[1] \\
y[2] \\
y[3] \\
y[4] \\
y[5] \\
y[6] \\
y[7] \\
y[8] \\
y[9] \\
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & x[0] \\
0 & x[0] & x[1] \\
x[7] & 0 & 0 \\
\end{bmatrix}
\times \begin{bmatrix}
b[2] \\
b[1] \\
b[0] \\
\end{bmatrix}.
\]
We can write one of the values of \( y \), say at index 5, as:

\[
\]

With the solution to the above question in mind, notice that this equation

\[
\]

is really the same as

\[
y[n] = \sum_{k=0}^{K} b_k x[n - k]
\]

with \( b_k \) meaning the same thing as \( b[k] \).

We call this process convolution, and use the symbol “\(*\)” (an asterisk) for it. We could say that \( y[n] = b \ast x[n] \), where the argument \( n - k \) is assumed for \( x \).

---

**Example:**

Given \( b = [0.3, 0.9, 0.4, 0.7] \), and

\[
y[n] = \sum_{k=0}^{K} b_k x[n - k]
\]

sketch the filter that implements this equation. Be sure to label it correctly.

**Answer:**

The answer is shown in Figure 3.11.

---

An FIR filter may be represented as a rectangle with numbers inside, as in Figure 3.12. The reason for this is to make it a little easier to work (on an abstract level) with FIR filters.

The input \( x[n] = [1] \) is very special; we call it the unit impulse, since it has a single nonzero value of one unit. An interesting feature is that it gives us the filter coefficients of an FIR filter. We call \( h[n] \) the unit impulse response. In fact, \( h \) equals \( b \), meaning that the impulse response is the same as the filter coefficients, at least for an FIR filter.

Following is a way to do convolution by hand, in a way analogous to multiplication (see for reference McClellan [6]). First, line up to two signals on the left,
Figure 3.11: An example FIR filter.

Figure 3.12: A representation of an FIR filter.
one above the other. This also works with filter coefficients. Next, multiply the first value of the second signal by each value of the first, and write the result below, starting from the left. Repeat this for each of the second signal’s values, indenting the results. Finally, add the values along each column.

For example, suppose signal $x = [1, 2, 3, 4, 5]$ were the input to an FIR filter with coefficients $b = [6, 7, 8]$. What is the output $y$? Following the algorithm given above, we generate this:

$$
\begin{array}{ccccc}
1 & 2 & 3 & 4 & 5 \\
6 & 7 & 8 \\
\hline
6 & 12 & 18 & 24 & 30 \\
7 & 14 & 21 & 28 & 35 \\
8 & 16 & 24 & 32 & 40 \\
\hline
\end{array}
$$

Therefore, we find $y = [6, 19, 40, 61, 82, 67, 40]$. Note that we get the same answer no matter which of the two signals we decide to put in the first line. In other words, we arrive at the same values for $y$ if we convolve $[6, 7, 8]$ with $[1, 2, 3, 4, 5]$ instead of convolving $[1, 2, 3, 4, 5]$ with $[6, 7, 8]$. This can be confirmed below.

$$
\begin{array}{ccccc}
6 & 7 & 8 \\
1 & 2 & 3 & 4 & 5 \\
\hline
6 & 7 & 8 \\
12 & 14 & 16 \\
18 & 21 & 24 \\
24 & 28 & 32 \\
30 & 35 & 40 \\
\hline
\end{array}
$$

### 3.3 Causality, Linearity, and Time-Invariance

There are three notable properties of a system:

1. causality
2. linearity
3. time-invariance

A system is *causal* when it uses only current and/or previous inputs to calculate the current output. That is, if the equation describing the inputs to the outputs is given with indexes of $n$ on the left side of the equation, and $n$, $n-1$, $n-2$, etc., on the righthand side. Similarly, we say that a signal is causal when it has only zeros for index values less than zero. In other words, it starts at or after index 0.

**Example:**
Which of the following filters are causal? ($K$ is positive)

$$y[n] = \sum_{k=0}^{K} b_k x[n - k]$$
$$y[n] = \sum_{k=0}^{K} b_k x[n + k]$$
$$y[n] = \sum_{k=-K}^{K} b_k x[n - k]$$
$$y[n - 1] = x[n]$$
$$y[n] = 0.1x[n]$$
$$y[n] = 0.1x[n] + 0.4x[n - 1] + 0.8x[n - 2]$$
$$y[n] = 0.1x[n] - 0.4x[n - 1] - 0.8x[n - 2]$$
$$y[n] = 0.1x[n] + 0.4x[n + 1] + 0.8x[n - 1]$$
$$y[n] = 0.1x[n] + 0.4x[n + 1] + 0.8x[n + 2]$$

**Answer:**
yes, no, no, no, yes, yes, yes, no, no

When a system has an output expressed as a sum of inputs multiplied by constants, as with FIR filters, then this system is *linear*. A linear system has scaling and additivity properties. Scaling means that we get the same result whether we multiply the input by a constant or the output by that constant, as in Figure 3.13. For a linear system, $y_1 = y_2$. For example, suppose we have a system $y[n] = 2x[n] + x[n-1]$. If we replaced each value of $x$ with $ax$, then we would calculate $2ax[n] + ax[n-1]$ to find our output. This is the same as $a(2x[n] + x[n-1])$, the same as if our output were multiplied by $a$, which is what scaling means.

Additivity means that we can add two signals together before applying a linear filter, or we can apply the linear filter to each signal and add their results, as in Figure 3.14, i.e., $y_3 = System(x_1 + x_2) = y_1 + y_2$. Either way, we end up with the same answer.

These properties hold true as long as the inputs are multiplied by constants (i.e., not multiplied by each other). That is, the system described by $y[n] = c_0 x[n] + c_1 x[n-1] + c_2 x[n-2] + \ldots + c_K x[n-K]$ is linear ($y[n]$ is the current output, $x[n]$
Figure 3.13: Linear condition 1: scaling property.

Figure 3.14: Linear condition 2: additive property.
is the current input, \( x[n - 1] \) is the previous input, and all \( c \) values are constants). When two such systems are placed in series, the order does not matter. For example, consider the system \( y_1[n] = 2x[n] \) and the system \( y_2[n] = x[n] + x[n - 1] \), both of which are linear. If \( x[n] \) is operated on by system 1, and the result \((y_1[n])\) is operated on by system 2, the result will be \( z_1[n] = (2x[n]) + (2x[n - 1]) \). Changing the order of systems would give us \( z_2[n] = 2(x[n] + x[n - 1]) \). As can be seen, \( z_1 \) and \( z_2 \) are equal.

As a counter example of linearity, consider the system where \( y[n] = x[n]^2 \). Let \( y_1[n] = x_1[n] \times x_1[n] \), and \( y_2[n] = x_2[n] \times x_2[n] \). Defining \( x_3[n] = x_1[n] + x_2[n] \), we find \( y_3[n] = (x_1[n] + x_2[n]) \times (x_1[n] + x_2[n]) = x_1[n]^2 + x_2[n]^2 + 2x_1[n]x_2[n] \). Clearly, this is not the same as \( y_1[n] + y_2[n] \). Therefore, this system is not linear.

**Time-invariant** means that a system’s output reflects the same shift as the input signal. That is, if the input \( x[n] \) is delayed by \( k \) units, then the input will appear as \( x[n - k] \), and the output \( y[n] \) will appear as \( y[n - k] \). Another way of saying this is that the results are the same, regardless of whether the input is delayed or the output is delayed. FIR filters are time-invariant, as long as its coefficients do not change with time. (Adaptive filters are an exception; they change their coefficients according to the input, for example, to try to predict the next input.) One system that is NOT time-invariant is the down-sampler. A down-sampler will get rid of values, such as down-sampling by 2 gets rid of every other value. An input delay of one time unit means that the down-sampler would output the odd-indexed values instead of the even ones.

---

**Example:**

Suppose \( \text{system}_1 \) is an FIR filter with \( h_1[n] = \{1,1,1,1\} \), and \( \text{system}_2 \) is an FIR filter with \( h_2[n] = \{2,0,2\} \). Let \( x[n] = \{2,4,6,8,10\} \). If \( \text{output}_1 = h_2 \ast (h_1 \ast x) \) and \( \text{output}_2 = h_1 \ast (h_2 \ast x) \) How do \( \text{output}_1 \) and \( \text{output}_2 \) relate to each other? Why?

**Answer:**

They are equal. Both \( \text{system}_1 \) and \( \text{system}_2 \) are Linear, and Time-Invariant (LTI), so the effect of the convolution operations is equivalent to \((h_2 \ast h_1) \ast x\).

---

**Test for Causality:**

- Express the system in terms of an input/output equation. For example, \( y[n] = \text{system}(x) = 2x[n] - 3x[n - 1] \).

- Examine the input indices versus the output indices. If one or more input index is greater than the output index, then the system is noncausal. Otherwise, it is causal. For example, the index for output \( y \) is \( n \), while the indices for input
x are \( n \) and \( n - 1 \). Since \( n \geq n \) and \( n \geq n - 1 \), we know that this system is causal.

**Test for Linearity:**

- Express the system in terms of an input/output equation, for example, \( \text{system}(x) = 2x[n] - 3x[n - 1] \).
- Test \( a \times \text{system}(x) \) for equality with \( \text{system}(a \times x) \). For example,

\[
\text{system}(a \times x) = 2(ax[n]) - 3(ax[n - 1])
= a(2x[n]) + a(-3x[n - 1])
= a(2x[n] - 3x[n - 1])
= a \times \text{system}(x).
\]

- Test \( \text{system}(x_1 + x_2) \) for equality with \( \text{system}(x_1) + \text{system}(x_2) \). For example,

\[
\text{system}(x_1 + x_2) = 2(x_1[n] + x_2[n]) - 3(x_1[n - 1] + x_2[n - 1])
= 2x_1[n] + 2x_2[n] - 3x_1[n - 1] - 3x_2[n - 1]
= (2x_1[n] - 3x_1[n - 1]) + (2x_2[n] - 3x_2[n - 1])
= \text{system}(x_1) + \text{system}(x_2).
\]

Both tests are true, therefore this system is linear.

**Test for Time-Invariance:**

- Express the system in terms of an input/output equation. For example, \( \text{system}(x) = 2x[n] - 3x[n - 1] \).
- Examine the system to see if an arbitrary number of delays has the same impact regardless of whether it is applied to the input or the output. In other words, test \( \text{delay} \left( \text{system}(\text{input}) \right) \) for equality with \( \text{system}(\text{delay}(\text{input})) \). Note that we should consider all \( \text{delay}() \) functions; if the test fails for a delay of one time unit but not for a delay of two, we should conclude that the system is NOT time-invariant.

For example, delaying \( x \) by \( d \) time units means that we replace the index \( n \) with \( n - d \). Thus, \( \text{delay}_d(x) = x[(n - d)] \), meaning that
We know from above that

\[ system(x) = 2x[n] - 3x[n - 1], \]

so delaying this produces

\[ delay_d(system(x)) = 2x[(n - d)] - 3x[(n - d) - 1]. \]

LTI systems are implemented with convolution, and the convolution operator is commutative, meaning that the order of the operands does not matter, as in \( h_1 * h_2 = h_2 * h_1 \). It is also associative, as we saw above, meaning that we get the same answer over three operands, no matter which two we convolve first, \( h_2 * (h_1 * x) = (h_2 * h_1) * x \). Convolution also has the distributive property [12]. For example, with multiplication and addition, we know that \( a(b + c) = ab + ac \). This also works with convolution and addition, as in \( x * (h_1 + h_2) = x * h_1 + x * h_2 \). Note that addition is NOT distributive over convolution. Just as \( a + (bc) \neq (a + b)(a + c) \) (except under Boolean algebra), \( x + (h_1 + h_2) \neq (x + h_1) + (x + h_2) \). To show this, try it with a very simple set of signals, such as \( x = \{x_0, x_1, x_2\} \), \( h_1 = \{a\} \), and \( h_2 = \{b\} \).

### 3.4 Multiply Accumulate Cells

A Multiply Accumulate Cell (MAC) is a regular structure that performs a multiplication and an addition. In hardware design, regularity is important. The following figure, Figure 3.15, shows a multiply accumulate cell. As its name implies, it performs multiply and add operations.

![Figure 3.15: Multiply accumulate cell.](image-url)
MACs can be arranged in a line, as shown in Figure 3.16. To alter this filter for more taps, simply add more MACs to the right of it. From this figure, it is easy to verify that this matches the general FIR filter form—just rearrange it to have the adders along the top and the delay units down the left side.

![Figure 3.16: Multiply accumulate cells as a filter.](image)

Similar to MACs are Processing Elements (PEs), which are less standardized. PEs are modular like MACs, though their operations are not fixed.

### 3.5 Frequency Response of Filters

FIR filters can implement several different functions just by changing the filter coefficients. The functions of a filter depend upon how it treats an input signal in the frequency-domain. That is, an input signal will have different frequencies, and the filter will leave some frequencies alone while getting rid of others. Thus, a filter can be described as lowpass, highpass, bandpass, bandstop, or notch, depending on which frequencies pass through the filter relatively unchanged. Some people prefer the term “bandreject” to “bandstop,” since these filters reject a band of frequencies. Also, the word “notch” is often used as just another name for a bandstop filter, though notch filters usually reject a very narrow frequency range. There are other types of filters, such as differentiators, allpass, and adaptive filters, but they are outside the scope of this chapter. Also, a system is a superset of a filter. In other words, a filter is a type of system, but a system is not necessarily a filter.

The terms lowpass and highpass are fairly self-explanatory. A good example of a lowpass filter’s frequency magnitude response appears in Figure 3.17, while the frequency magnitude response for an example highpass filter can be seen in Figure 3.18. Along the x-axis we have a percentage of the frequencies from 0 to 1, though the actual frequencies will depend upon the sampling rate $f_s$ and range from 0 Hz to $f_s/2$ Hz, which is explained in Chapters 4 and 5, “Sinusoids” and “Sampling.”
**Figure 3.17:** Frequency magnitude response for a lowpass filter.

**Figure 3.18:** Frequency magnitude response for a highpass filter.
So what makes Figures 3.17 and 3.18 good representatives of low- and highpass filters? Both examples clearly show the sharp cutoff between the passband (the frequencies that pass through the filter) and the stopband (the frequencies that the filter attenuates). Refer to Figure 3.19 for a graphical representation of these terms. Filters have a transition band between the passband and the stopband, where the frequency magnitude response falls from about 100% to about 0%. But we have to be careful to say “about,” since filters have passband ripple and stopband ripple. Instead of remaining a constant magnitude response in the passband, for example, the response actually undulates up and down much like a sine wave, called ripple. When specifying the transition band, we factor in these ripples. Figure 3.19 shows a close-up view of the passband ripple (top) followed by the transition band (middle) and the stopband ripple (bottom). This figure differs from Figure 3.17 (aside from the fact that it has a different cutoff frequency) in that the y-axis has very small increments for the top and bottom subplots. Passband and stopband ripple occurs in both figures, but simply is not visible in Figure 3.17. Why is the stopband ripple shown as a series of small peaks? The plot we see is the frequency magnitude response, which comes from the discrete Fourier transform. The DFT returns complex data, and we use the function $\sqrt{\text{real}^2 + \text{imaginary}^2}$ to find the frequency magnitude response. So instead of seeing a sinusoid-like pattern around the x-axis, we see only positive values. Are the peaks in the stopband getting smaller from left to right? Yes, and this is common.

A lowpass filter may be called an averaging filter, while a highpass filter could be referred to as a differencing filter, since these terms describe the filter’s functions. For example, if an FIR filter has two coefficients of 0.5 and 0.5, we see that the output, $y[n] = 0.5x[n] + 0.5x[n - 1]$, or equivalently, $y[n] = (x[n] + x[n - 1])/2$, finds the average of the current and previous inputs. If we examine the frequency response of this averaging filter, we see that low-frequency (slowly changing) parts appear in the output, while the filter decreases high-frequency (quickly changing) parts. For the differencing filter, we could have coefficients of {0.5, -0.5}, where $y[n] = (x[n] - x[n - 1])/2$. This gives the change between the two samples, scaled by 1/2 to be consistent with the averaging filter. As one may expect, the frequency response of such a filter would de-emphasize the slowly changing part of a signal, and emphasize the quickly changing part, leading us to conclude that it is a highpass filter.

Bandpass means that frequencies within a certain band (or range) pass through the filter, while frequencies outside that range are attenuated (reduced in amplitude). For example, a bandpass filter may allow frequencies between 10 kHz and 20 kHz to exit the filter intact, while greatly reducing any frequencies under 10 kHz or above 20 kHz. Figure 3.20 shows the frequency magnitude response of an example
Figure 3.19: Passband, transition band, and stopband, shown with ripples.
bandpass filter. A bandstop filter is the opposite of the bandpass filter; it attenuates frequencies within a certain range, while passing through any frequencies above or below that range. In Figure 3.21 we see an example bandstop filter, made with the same parameters as the bandpass filter, but obviously these two have an opposite effect on a signal.

**Figure 3.20:** Frequency magnitude response for a bandpass filter.

**Figure 3.21:** Frequency magnitude response for a bandstop filter.

Two other example filters’ responses are shown, as special cases of the above. Figure 3.22 shows a bandstop filter with a very narrow frequency range being attenuated. Notch filters like this one eliminate noise at a specific frequency. Finally, Figure 3.23 shows the frequency magnitude response for a bandpass filter, except that it has two passbands. Such a filter would be great for getting rid of parts of the signal with undesired frequencies, allowing frequencies in one band or the other
to pass through.

![Notch filter with cutoff freq 40%](image1.png)

**Figure 3.22:** A notch filter.

![Bandpass filter with cutoff freqs 20%, 40%, 60% and 80%](image2.png)

**Figure 3.23:** Frequency magnitude response for a bandpass filter with two passbands.

To see how a filter behaves, we can view a plot of its frequency magnitude response, as we did above. To get the frequency magnitude response, first perform the Discrete Fourier Transform (DFT, Chapter 6, “The Fourier Transform”) on the filter coefficients. These coefficients may be zero padded to make the curves smooth. An assumption is that the number of coefficients passed to this function is less than 128, a convenient power of 2. The example below looks at two filters, a lowpass filter and a highpass filter. We show only the first half of the spectrum. The second half will be only a mirror image, since the input signal is real.
% Show freq magnitude response for an FIR filter's coefficients
% We assume the number of coefficients is less than 128.
%
function freq_mag_resp(h)

% Zero pad so that the results will look nice
x = h;
x(length(h)+1:128) = 0;

% Get the frequency magnitude response of x
X = fft(x);
X_mag = abs(X);

% Display the results
half = ceil(length(X_mag)/2);
plot(1:half, X_mag(1:half), 'b');
title('frequency magnitude response');

Filter design is discussed in Chapter 10, “Applications.” MATLAB provides some functions to do this in the signal processing toolbox, including \texttt{fir1} and \texttt{fir2}. For example, the graph in Figure 3.21 can be made with the following code. Notice that this code does much the same thing as the above \texttt{freq_mag_resp} function, but with more compact code.

\texttt{
B2 = fir1(100, [0.3, 0.5], 'stop');
x = zeros(1, 1000);
x(50) = 1;
Y2 = fft(conv(x,B2));
half = 1:ceil(length(Y2)/2);
plot(half/max(half), abs(Y2(half)), 'b');
}

To make a highpass filter like Figure 3.18, modify the above code to use different filter coefficients:

\texttt{
B4 = fir1(100, 0.5, 'high');
}

Also, Figure 3.23's frequency magnitude response can be found with the following filter.

\texttt{
B5 = fir1(100, [0.2, 0.4, 0.6, 0.8], 'bandpass');
}
3.6 IIR Filters

The Finite Impulse Response (FIR) filter uses feed-forward calculations only. If we allowed feed-back, then the filter’s response to an impulse would not necessarily be finite. Therefore, filters that feed-back are called *Infinite Impulse Response (IIR)* filters.

Consider the filter pictured in Figure 3.24. The equation describing its output is:

\[ y[n] = 0.4y[n-1] + 0.6x[n] + 0.2x[n-1]. \]

Often, the delayed output terms appear first, as above. The output \( y[\cdot] \) appears on both sides of the equation. This means that the current output depends partly on the previous output.

![Figure 3.24: A filter with feed-back.](image)

If an impulse function passes through this filter, we have the following outputs:

<table>
<thead>
<tr>
<th>input</th>
<th>output</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>0</td>
<td>0.44</td>
</tr>
<tr>
<td>0</td>
<td>0.176</td>
</tr>
<tr>
<td>0</td>
<td>0.0704</td>
</tr>
<tr>
<td>0</td>
<td>0.02816</td>
</tr>
<tr>
<td>0</td>
<td>0.011264</td>
</tr>
</tbody>
</table>

The output gets smaller each time, and does approach zero. Recall limits of functions; this is important in analyzing these filters. For this filter, since all future impulse-function inputs will be 0, the future outputs will be 0.4 of the previous output, due to this specific feed-back coefficient. Theoretically, the output will
never reach zero, but practically speaking, a digital filter has finite precision, so there will come a time when it outputs zero as the answer.

However, suppose we have the filter of Figure 3.25. At first glance, this filter looks the same as the one in Figure 3.24. The difference is small, but significant: the coefficients are different. Specifically, the feed-back coefficient is 1.

![Figure 3.25: Another filter with feed-back.](image)

The output for this filter is:

<table>
<thead>
<tr>
<th>input</th>
<th>output</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>0</td>
<td>0.8</td>
</tr>
<tr>
<td>0</td>
<td>0.8</td>
</tr>
<tr>
<td>0</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The filter will produce the same output, 0.8, as long as the input remains zero. This is an *infinite impulse response* (IIR) filter.

Infinite impulse response filters, like the one shown in Figure 3.26, may have outputs that are not so well behaved. Once again, the feed-back coefficient has been changed, this time to 1.1.

The output for the filter in Figure 3.26 is:
The output will continue to get larger in magnitude. This demonstrates a problem with IIR filters, that the output may approach infinity (positive or negative infinity). It is also possible for an IIR filter’s output to oscillate toward infinity; that the output becomes larger in magnitude, even though the sign may change. A filter is said to be stable when the output approaches zero once the input falls to zero. If the output oscillates at a constant rate, we call it conditionally stable. If the output approaches positive or negative infinity (such as the example above), or if it oscillates toward infinity, we say that the IIR filter is unstable.

The general form of the IIR filter is shown in Figure 3.27 [11]. Other texts refer to this as Direct Form I, due to the direct correspondence between the figure and the equation that describes it.

3.7 Trends of a Simple IIR Filter

Suppose we have a simple IIR filter, as in Figure 3.28. By examining the figure, we can find the input/output relation as:

\[ y[n] = bx[n] + ay[n - 1]. \]
**Figure 3.27**: General form of the IIR filter.

**Figure 3.28**: A simple IIR filter.
For an impulse function as input, only the initial value of $y$ would be directly impacted by $x$. That is, assuming that the system is initially at rest ($y[-1] = 0$), we compute the first output:

$$y[0] = bx[0] + 0.$$ 

For the impulse function, only $x[0]$ has a nonzero value, and $x[0] = 1$. So the output becomes:

$$y[0] = b$$

and

$$y[n] = ay[n - 1], \quad n > 0.$$ 

How the output looks over time depends directly on the value of $a$. The following code gives us the output, shown in Figure 3.29.

```matlab
N = 20;
y(1) = 10;
for n=2:N+1
    y(n) = a * y(n-1);
end
```

From the graphs, we see the output either approaches zero (for values $a = -0.5$ and $a = 0.5$), oscillates ($a = -1$), stays constant ($a = 1$), or gets larger in magnitude for successive outputs ($a = -2$ and $a = 2$). Later, in Chapter 8, we will see why this is the case.

### 3.8 Correlation

Correlation determines how much alike two signals are, using convolution. Correlation by itself generates a single number, called a correlation coefficient [13]. A large, positive correlation coefficient indicates a relation between the signals, while a correlation coefficient close to zero means that the two signals are not (or that they are not lined up properly). A negative number indicates a negative correlation, meaning that one signal tends to decrease as the other increases [14].

The problem occurs when the input signals are not lined up with one another, since a single correlation calculation may give the appearance that the two signals are not related. To fix this, one of the signals should be shifted, but how much to shift it is not known. Of course, a human observer could say how one signal should be shifted to line it up with the other. This is an example of a problem that is easy for a human to solve, but difficult for a computer. Therefore, one signal is shifted up to $N$ times, and the maximum value from the cross-correlation is chosen.
Figure 3.29: Output from a simple IIR filter.
Correlation can be performed with convolution, by reversing one signal. Instead of considering signal \( y[k] \) being indexed from 0 to some positive limit \( K \), we will flip it around the zeroth sample, and consider that it starts at \(-K\). For example, if \( y[n] = \{5, 3, 1, 6\} \), we interpret this as \( y[0] = 5, y[1] = 3, y[2] = 1, \) and \( y[3] = 6 \). If we flip this signal around, we would have \( y[-3] = 6, y[-2] = 1, y[-1] = 3, \) and \( y[0] = 5 \). When we convolve \( y \) with \( x \), we would sum \( x[n] \times y[n - k] \). Using the flipped version of \( y \), the only thing to change is the index, e.g., \( x[n] \times y[n - (-k)] \) or simply \( x[n] \times y[n + k] \).

The output signal from correlation is known as cross-correlation, except in the case where the same signal is used for both inputs, which is called autocorrelation [12]. However, the number of data samples influences the cross-correlation, so the cross-correlation should be divided by \( N \), the number of data samples [14].

\[
s_{x,y}[k] \approx \frac{1}{N} \sum_{n=0}^{N-1} x[n] y[n + k]
\]

The above equation gives an approximation for \( s_{x,y}[k] \), since it does not take the signal’s average into account, and assumes that it is 0 for both \( x \) and \( y \). If the signal averages are nonzero, we need to use the following equation (cross-covariance) instead:

\[
s_{x,y}[k] = \sum_{n=0}^{N-1} x[n] y[n + k] - \frac{(\sum_{n=0}^{N-1} x[n])(\sum_{n=0}^{N-1} y[n])}{N}
\]

Obtaining a good estimate for the cross-correlation means that we must find the autocovariance as well:

\[
s_{x,x} = \sum_{n=0}^{N-1} x[n]^2 - \frac{(\sum_{n=0}^{N-1} x[n])^2}{N}
\]

To find \( s_{y,y} \), use the above equation for \( s_{x,x} \), and replace \( x \) with \( y \).

The cross-correlation is estimated to be:

\[
\rho_{x,y}[k] = \frac{s_{x,y}[k]}{\sqrt{s_{x,x}s_{y,y}}}
\]

For the autocorrelation, replace \( y \) with \( x \). \( s_{x,x}[k] \) can be found by substituting \( x \) for both parameters in the equation for \( s_{x,y}[k] \).
\[ \rho_{x,x}[k] = \frac{s_{x,x}[k]}{s_{x,x}} \]

Note that \( \rho_{x,y}[k] \) is an estimate of the correlation, since we are dealing with sampled data, not the underlying processes that create this data. As you may have guessed, these formulas come from probability and statistics. The cross-correlation is related to variance, \( \sigma^2 \). For more information, see *Probability and Statistics for Engineers and Scientists, Third Edition* by Walpole and Myers [13].

A few examples about correlation follow. Here we have \( x \) and \( y \), two signals that are identical, but shifted. To compute the correlation, we use a simple approximation. First, we find the point-for-point multiplication of \( x \) and \( y \), with the codes that follows.

\[
\text{x*y.'}
\]

Notice that we use the transpose of \( y \) (otherwise, we would get an error). Also, after the first computation, we use a different range for \( y \) by specifying \([y(10), \ y(1:9)]\), which concatenates the last value for \( y \) with the first nine values. There is no need to find the sum of the point-for-point multiplication with the \( \text{sum}() \) command, since this is done automatically. (Remember that \([a \ b \ c] \times \text{transpose}[d \ e \ f] = ad + be + cf\), a single value.) Finally, we divide by the number of samples. This code only works because we have been careful to keep \( x \) and \( y \) the exact same length, and because \( x \) and \( y \) happen to have an average of zero.

\[
\text{>> x = [0 0 1 5 1 -2 -3 -2 0 0];}
\text{>> y = [1 5 1 -2 -3 -2 0 0 0 0];}
\text{>> x*y.'/length(x)}
\]

\[
\text{ans =}
\]

\[-0.8000\]

\[
\text{>> x*[y(10), y(1:9)].'/length(x)}
\]

\[
\text{ans =}
\]
2

>> x*[y(9:10), y(1:8)].'/length(x)
ans =
    4.4000

>> x*[y(8:10), y(1:7)].'/length(x)
ans =
    2

>> x*[y(7:10), y(1:6)].'/length(x)
ans =
   -0.8000

>> x*[y(6:10), y(1:5)].'/length(x)
ans =
   -1.9000

>> x*[y(5:10), y(1:4)].'/length(x)
ans =
   -1.3000

>> x*[y(4:10), y(1:3)].'/length(x)
ans =
   -0.4000

>> x*[y(3:10), y(1:2)].'/length(x)
ans =
-1.3000

>> x*[y(2:10), y(1)].'/length(x)

ans =
-1.9000

Notice how the answer varied from -1.9 to 4.4, depending on the alignment of the two signals. At the largest magnitude's value (furthest away from 0), 4.4, the signal given for y was actually [y(9:10), y(1:8)].

>> [y(9:10), y(1:8)]

ans =
0 0 1 5 1 -2 -3 -2 0 0

>> x

x =
0 0 1 5 1 -2 -3 -2 0 0

As the above output shows, the maximum value occurred when the two signals were exactly aligned. A second example is given below. Here, we keep x the same, but we use a negated version of y. Notice that the values generated by our simple correlation function are the same values as above, except negated. Again, the value largest in magnitude (-4.4) occurs when the signals are aligned.

>> clear all
>> x = [ 0 0 1 5 1 -2 -3 -2 0 0 ];
>> y = [ 1 5 1 -2 -3 -2 0 0 0 ];
>> yn = -y
yn =
   -1  -5  -1   2   3   2   0   0   0   0

>> x*yn.'/length(x)

ans =
    0.8000

>> x*[yn(10), yn(1:9)].'/length(x)

ans =
    -2

>> x*[yn(9:10), yn(1:8)].'/length(x)

ans =
   -4.4000

>> x*[yn(8:10), yn(1:7)].'/length(x)

ans =
    -2

>> x*[yn(7:10), yn(1:6)].'/length(x)

ans =
    0.8000

>> x*[yn(6:10), yn(1:5)].'/length(x)

ans =
Technically, the value returned above is not the correlation, but the cross-covariance. One problem is that the shortcut used above only works when the signal has an average of 0. Another problem with this value is that it does not tell us if the two signals are an exact match. That is, in the first example above, the cross-covariance between $x$ and $y$ was found to be 4.4, but if we were to compare signal $x$ with some other signal, could the cross-covariance be higher? Actually, the answer is yes! The following two commands show why this is the case. Taking the signal $y$ and multiplying each value by 10, then finding the cross-covariance, leads to an answer 10 times the original.

```matlab
>> clear all
>> x = [ 0 0 1 5 1 -2 -3 -2 0 0 ];
>> y = [ 1 5 1 -2 -3 -2 0 0 0 ];
```
To fix this, we find the cross-correlation, which uses two more pieces of information: the autocovariance for each signal. In the code, these are variables $sxx$ and $syy$. The variable $sxy$ is very similar to the above examples, except that no assumption is made about the signal averages.

The code below finds the cross-correlation between two signals.

```matlab
>> y10 = y*10
y10 =
   10  50  10 -20 -30 -20   0   0   0   0
>> x*[y10(9:10), y10(1:8)].'/length(x)
ans =
   44
```

```matlab
function [rho] = correlate(k, x, orig_y)
    N = length(x);
    sxx = x*x.' - sum(x)*sum(x)/N;
    syy = y*y.' - sum(y)*sum(y)/N;
    sxy = x*y.' - sum(x)*sum(y)/N;
```
rho = sxy / sqrt(sxx*syy);

When run, we see that the output rho ($\rho$), the cross-correlation, is a much better value to use since it gives us an indication (up to 1) of how well the two signals match.

```matlab
>> clear all
>> x = [ 0 0 1 5 1 -2 -3 -2 0 0 ];
>> y = [ 1 5 1 -2 -3 -2 0 0 0 0 ];
>> yn = -y;
>> y10 = y*10;
>> rho = correlate(8, x, y)

rho =

1

>> rho = correlate(8, x, y10)

rho =

1

>> rho = correlate(8, x, yn)

rho =

-1
```

The last example shows that a negative correlation exists between $x$ and $yn$ (the negated version of $y$). The cross-correlation function takes care of the fact that the signals may be scaled versions of each other. That is, we found that $x$ and $y10$ above were a match, even though $y10$'s values were 10 times that of $x$’s.

Let us look at another example. What if we try to correlate $x$ to a signal that is not like it? We will call the second signal *noise*.

```matlab
>> clear all
>> x = [ 0 0 1 5 1 -2 -3 -2 0 0 ];
```
```matlab
>> noise = [ 0  1  0  1  0  -1  1  0  1  -1];
>> for i=0:length(x)
    my_rho(i+1) = correlate(i, x, noise);
end
>> my_rho

my_rho =

Columns 1 through 6
0.2462  -0.2462  -0.3077  0.3077  0.3693  0.4308

Columns 7 through 11
-0.2462  -0.3077  -0.3077  0.0615  0.2462

>> min_rho=min(my_rho); max_rho=max(my_rho);
>> if (abs(min_rho) > abs(max_rho))
    min_rho
else
    max_rho
end

max_rho =
   0.4308
```

The array `my_rho` stores all correlation coefficients for these two signals. To see how well `x` and `noise` match up, we need to examine both the minimum as well as the maximum values. With cross-correlation, we are able to say that two signals match, or that they do not match well.

---

**Example:**
The following example comes out of an image processing project. In Figure 3.30, we see two rectangles. Our goal is to automatically match these two objects, something people can do easily, but is a difficult pattern-matching process for a computer.

The rectangles are similar, though one is smaller than the other, as well as being
rotated (i.e., one is longer than it is wide, the other is wider than it is long). To have the computer determine that they are a match, we will trace the boundaries of these objects, and calculate the center point. From this point, we will measure the distance to each point that makes up the boundary, from the upper-left corners clockwise around the object. When we finish, we have a one-dimensional view of these objects, as seen in Figure 3.31. The solid line represents the object on the left in Figure 3.30, while the dotted points represent the object on the right.

Notice that the two have the same length. This is necessary for correlation, so the smaller of the two was “stretched” to make it longer. The original signals are $d_1$ and $d_2$, and the code below shows a simple way to stretch the shorter signal $d_2$ to be the same length as $d_1$. The first line creates an array of points at fractional increments. The second line makes a new data signal called $d_3$ that is a copy of $d_2$, with redundant points. Better ways to interpolate a signal exist (see the `spline` command), but this method suffices for this example.

```matlab
pts = 1:length(d2)/length(d1):length(d2)+1;
d3 = d2(round(pts(1:length(d1))));
```

Once we have two signals to compare that are the same length, we can use the correlation function, and take the largest value as an indication of how well the objects match.

```matlab
>> for k=1:length(d1)
   rhos(k) = correlate(k, d1, d3);
end
>> disp(sprintf('max correlation coeff: %5.4f', max(rhos)));
m max correlation coeff: 0.9994
```

Our code gives us a 0.9994 correlation coefficient, indicating a very good match between the two objects, as expected.
Figure 3.31: Two rectangles represented as the distance from their centers to their edges.
Example:
To show that the previous example was not just a coincidence, we will repeat the above experiment with a rectangle and a triangle, Figure 3.32.

Figure 3.32: A rectangle and a triangle.

This time, we see that the resulting one-dimensional signals are different, as we might expect (Figure 3.33). With the rectangle, we see the 1D signal gradually get smaller, then get larger again until it reaches the same height. Next, it gets a bit smaller, then back to its original height. This pattern repeats. From the center, the corners are going to be the furthest points away, and we see this as the top height. As we trace the boundary of the rectangle, the distance to the center gets a little smaller, then larger until we reach the next corner. As we trace the next side, the distance gets smaller and then back to the original distance at the corner. Since the second side is not as long as the first, the gradual dip in height is not as prominent. With the triangle, the corners are not equidistant from the center (due to the use of a simple averaging function to find the center), thus we see three peaks in the dotted one-dimensional object representation, but two of them are not as far away from the center as the third one. We started from the upper-right corner, though the starting position does not matter since the correlation calculations consider the shift of the signal.

max correlation coeff: 0.6272

When we calculate the correlation coefficients, we find the maximum as only 0.6272. We can conclude that that objects do share some similarity, but they are far from a match.

3.9 Summary

Finite Impulse Response (FIR) filters are presented in this chapter, including their structure and behavior. Three important properties that FIR filters possess are
Two objects (normalized) as 1D lengths from center. left:line, right:points

Figure 3.33: A rectangle and triangle represented as the distance from their centers to their edges.
causality, linearity, and time-invariance. Infinite Impulse Response (IIR) filters are also a topic of this chapter. Correlation is covered here as well, which is one application of an FIR filter.

### 3.10 Review Questions

1. What does FIR stand for? What does it mean?
2. What does causal mean?
3. What does linear mean?
4. What does time-invariant mean?
5. Write MATLAB code to compute output \( y[n] \) for convolution, given any FIR filter coefficients \( b[k] \) and input \( x[n] \).
6. Filter input \( x = [5, 1, 8, 0, 2, 4, 6, 7] \) with a 2-tap FIR filter of coefficients \( \{1, -1\} \) by hand (do not use a computer).
7. What word describes the operation below? \( y[n] \) of \( x[n] \) and \( b[n] \) produces \( y[n] \).
   \[
   y[n] = \sum_{k=0}^{K} b[k] x[n - k]
   \]
8. Make up a test signal of at least 10 values, and filter it with the following coefficients. Use MATLAB for this question.
   a. \( b[k] = \{0.4, 0.4\} \)
   b. \( b[k] = \{0.2, 0.2, 0.2\} \)
   c. \( b[k] = \{0.1, 0.1, 0.1, 0.1, 0.1\} \)

   What do you observe? Which set of filter values do the best job of “smoothing out” the signal?
9. What do we call \( h[n] \)? Why is it significant?
10. What does MAC stand for? What does it mean?
11. For \( \text{system}_1 \) and \( \text{system}_2 \) below, are the systems linear? Are they time-invariant? Are they causal? Explain. Let \( x[n] \) be the input and \( y[n] \) be the output, where \( \text{system}_1 \) is \( y_1[n] = x[n] - x[n - 1] \), and \( \text{system}_2 \) is \( y_2[n] = 3x[n] + 1 \).
12. What is the difference between an FIR filter and an IIR filter? Draw one of each.

13. Suppose we have a system where \( y[n] = 2x[n] + x[n - 1] \).
   
   a. Is this system causal?
   b. Is this system linear?
   c. Is this system time-invariant?

14. For the input signal \( x[n] = [6, 1, 3, 5, 1, 4] \), and a filter \( h[k] = [-1, 3, -1] \), find \( y[n] \), where \( y[n] = h[k] \ast x[n] \). Use the algorithm given in section 3.2.
Chapter 4

Sinusoids

Most analog signals are either sinusoids, or a combination of sinusoids (or can be approximated as a combination of sinusoids). This makes combinations of sinusoids especially interesting. It is easy to add sinusoids together; pressing keys on a piano or strumming a guitar adds several sinusoids together (though they do decay, unlike the sinusoids we usually study). In this chapter, we will investigate sinusoids and see how they can be added together to model signals. The goal is to gain a better understanding of sinusoids and get ready for the Fourier transform.

4.1 Review of Geometry and Trigonometry

Greek letters are nothing to be afraid of. Mathematics uses variables, much like we do in computer programming. These variables are one letter, which allows things to be described concisely. Greek letters are often used simply because we tend to run out of our alphabetic letters. Also, there are letters that are good to avoid, like l, and o, since they look too much like the numbers 1 and 0.

Consider a right triangle (see Figure 4.1). We know, thanks to Pythagoras (or at least his school [15]) that \( a^2 + b^2 = c^2 \), so if we happen to know only two sides, we can calculate the third\(^1\). Also, with this information, we can figure out the angles \( \theta_1 \) and \( \theta_2 \). Since it is a right triangle, the third angle is 90 degrees by definition.

The cosine function gives us the ratio of the length of the adjacent side \( (a) \) to the length of the hypotenuse \( (c) \). In other words,

\[
\cos(\theta_1) = \frac{a}{c}.
\]

\(^1\)According to [16] the Babylonians knew this, but the Greeks were first to prove it.
The sine function gives us the ratio of the length of the opposite side ($b$) to the length of the hypotenuse ($c$). In other words,

$$\sin(\theta_1) = \frac{b}{c}.$$ 

The $\cos^{-1}$ and $\sin^{-1}$ functions (also called $arccos$ and $arcsin$) give us the angle $\theta_1$ from the ratio of the sides.

### 4.2 The Number $\pi$

It is impossible to talk about sine and cosine functions without talking about the constant $\pi$, the ratio of a circle’s diameter to its circumference (see Figure 4.2). You probably remember the equation:

$$circumference = 2\pi r,$$

where $r$ is the circle’s radius.
Pi ($\pi$) is an irrational number. No matter how many digits you calculate it out to be, someone else could go a digit further. To date, no repeating pattern has been found, so unlike rational numbers, you cannot represent $\pi$ in a compact form. For example, with a rational number such as $\frac{1}{3}$, you could write it as 0.3$\overline{3}$ to indicate that it repeats forever when represented as a decimal number, or at least it can be represented as one number (1) divided by another (3).

Ancient peoples had various approximations for $\pi$. The Egyptians used $\frac{256}{81}$ for $\pi$, while the Babylonians calculated with $\frac{31416}{10000}$ [17]. We will use the approximation of 3.1415927 for $\pi$.

We will specify sinusoid components with the format

$$a \times \cos(2\pi ft + \phi)$$

where $a$ is the amplitude, $f$ is the frequency, and $\phi$ is the phase angle. The variable $t$ represents time. Sine could be used in place of cosine, if we add $\pi/2$ to the phase angle, since $\cos(\theta) = \sin(\theta + \pi/2)$.

Amplitude ($a$), phase shift ($\phi$) (also called the phase angle), and frequency completely specify a sinusoid. Amplitude describes a quantity without assigning it units. Magnitude is also a unitless description of a quantity, with one difference: amplitude can be positive or negative, while magnitude is always positive [11]. $|x(t)|$ refers to magnitude, and as you may expect, the `abs` function in MATLAB returns the magnitude. Many people in DSP use magnitude and amplitude interchangeably, for good reason. Viewing a sinusoid component as a phasor, where we draw it in its initial position without concern about rotation with time, we would draw the phasor along the positive x-axis, then rotate it counterclockwise according to the phase angle. A negative length means we would draw the phasor along the negative x-axis, then rotate (again counterclockwise) according to the angle. However, this is exactly the same as drawing the length along the positive x-axis, and rotating it an additional 180 degrees. In other words, $-a \times \cos(2\pi ft + \phi)$ is exactly the same as $a \times \cos(2\pi ft + \phi + \pi)$. This is why we typically use a positive value for the amplitude. The main exception is for the DC component, where frequency equals zero. The phase angle also is assumed to be zero, and thus the amplitude is the only value left to determine the sign of the DC component.

We use $f$ to represent the cyclic frequency, also called simply frequency, though sometimes the radian frequency ($\omega$) is used for convenience. It relates to $f$ with the equation $\omega = 2\pi f$. The units of $f$ are in Hz, cycles per second, named for Heinrich Hertz (1857–1894), a German physicist whose experiments confirmed Maxwell’s electromagnetic wave theories [18]. Since the unit Hz comes from a person’s name, the first letter should always be capitalized.
4.3 Unit Circles

A unit circle is of particular interest. For a unit circle, the radius $r$ equals 1. Therefore, the circumference, or length of the circle if it were cut and unrolled, is $2\pi$. As a result, we can talk about an angle in terms of the length of the arc between two line segments joined at a point. We call this angle radians (rad for short). In Figure 4.3, angle $\theta$ is only a fraction of the circle’s circumference, therefore, it is a fraction of $2\pi$. Figure 4.4 shows the arc lengths on a unit circle for several common angles.

No doubt you are also familiar with an angle measured in degrees. When dealing with sinusoidal functions (such as sine, cosine, etc.), it is important to know whether the function expects the argument to be in degrees or radians. On a scientific calculator, you are likely to have a button labeled DRG, to allow you to specify degrees or radians, though the default is probably degrees. For MATLAB, C/C++ and Java, the arguments to the $\sin()$ and $\cos()$ functions are assumed to be radians.

To convert between degrees and radians, we recall that one complete rotation around the unit circle’s edge is $2\pi$ radians, or $360^\circ$. To convert from degrees to radians, therefore, we multiply by $2\pi/360$. To convert from radians to degrees, we multiply by $360/(2\pi)$. For example, suppose the angle shown in Figure 4.3 is $30^\circ$,

$$ (30)(2\pi/360) = 60\pi/360 = \pi/6 \text{ radians.} $$

Converting $\pi/6$ back to degrees can be done in a similar fashion:
Figure 4.4: An angle specified in radians.
Quiz: What is larger, \( \cos(0) \) or \( \cos(1,000,000) \)? At first glance, one unfamiliar with the cosine function might assume that the latter is larger, simply because the argument is larger. But since sinusoids repeat, there is no reason for this to be the case. In fact, one might remember that \( \cos(0) \) is 1, and that \( \cos(\text{any number}) \) always generates a value between +1 and -1. Therefore, \( \cos(0) \) is going to be greater than or equal to \( \cos(\text{any number}) \). In fact, \( \cos(1,000,000) \approx 0.9368 \), correct? If not, it is likely due to your calculator being in degrees mode! Since it was not specified that the angle is in degrees, one should assume that it is in radians.

Another thing to consider when dealing with sinusoid functions is that they are repetitive. The angle specified by 0 radians is the same as that specified by 2\( \pi \) radians. Thus, you can always add or subtract 2\( \pi \) to/from an angle. In fact, you can add or subtract any integer multiple of 2\( \pi \) to or from an angle. Sometimes this makes things easier.

4.4 Principal Value of the Phase Shift

A sinusoid stretches out infinitely in both directions. If we want to view it in terms of a time axis, we can use the positive peaks of the sinusoid to relate to our time axis. Figure 4.5 shows an example sinusoid, \( \cos(2\pi 60t) \), with a frequency of 60 Hz. Therefore, the period of time before this sinusoid repeats is \( \frac{1}{60} \), or 0.0167 seconds. Vertical lines show where one repetition starts and ends, at \( t = -0.0167/2 \) and \( t = +0.0167/2 \). This corresponds to arguments of \(-\pi\) and \(+\pi\) for the \( \cos \) function, that is, let \( t = \left( \frac{1}{60} \right)(\frac{-1}{2}) \) to make \( \cos(2\pi 60t) \) equal \( \cos(2\pi 60(1/60)(-1/2)) = \cos(-\pi) \).

But WHICH peak do we normally use? In Figure 4.5 it is very easy, but a sinusoid function often has a nonzero phase angle. Since it repeats every 2\( \pi \), we could pick any peak that we want to classify the signal. This means that there will always be a positive peak between \(-\pi\) and \(+\pi\), in other words, \(-\pi < \phi \leq +\pi\) where \( \phi \) is the phase shift [6].

So why not use the positive peak closest to zero? This makes a lot of sense, and we give this peak a special name: we say it is the principal value of the phase shift. To find this peak, we can always add/subtract 2\( \pi \) from the phase shift, until it is in the range we desire.
Figure 4.5: A 60 Hz sinusoid.

4.5 Amplitudes

Usually, amplitude values are positive, and for good reason. Consider two sinusoids of the same frequency, $x_1 = a \cos(2\pi ft + \phi_1)$ and $x_2 = -a \cos(2\pi ft + \phi_2)$. We know that the minimum and maximum values for the cosine function are -1 and +1. Therefore, $x_1$ varies between $+a$ and $-a$, and $x_2$ varies between $-a$ and $+a$. Given that the two sinusoids have the same frequency, they must look a lot alike. In fact, the only difference between them is their phase angles, a difference of $\pi$. That is, $\phi_2 = \phi_1 + \pi$. This makes a lot of sense considering the conversion of a complex value of $x + jy$ to polar form $r \angle \theta$: the equation $(\sqrt{x^2 + y^2})$ leads to a positive value for $r$. A vector with a negative length would be the same as a vector with a positive length, rotated a half-revolution, as demonstrated in Figure 4.6.

Figure 4.6: A vector of $-a$ at angle $\theta = a$ at angle $(\theta + \pi)$.

Signals are often represented as a sum of sinusoids. When these sinusoids are related, we call the signal a harmonic.
4.6 Harmonic Signals

Real-world signals can be decomposed into a set of sinusoids added together. A harmonic signal is composed of several sinusoids added together, each with an integer multiple of some base frequency, called the fundamental frequency. For example, the following signal is a harmonic:

\[ x(t) = 0.4 \cos(2\pi 15t + \pi/5) + 0.7 \cos(2\pi 30t) + \cos(2\pi 45t - \pi/4). \]

Signal \( x(t) \) is of the form

\[ a_1 \times \cos(2\pi(1)f_0 t + \phi_1) + a_2 \times \cos(2\pi(2)f_0 t + \phi_2) + a_3 \times \cos(2\pi(3)f_0 t + \phi_3) \]

where, for \( x(t) \), \( a_1 = 0.4 \), \( a_2 = 0.7 \), \( a_3 = 1 \), \( \phi_1 = \pi/5 \), \( \phi_2 = 0 \), \( \phi_3 = -\pi/4 \), and \( f_0 = 15 \) Hz. Any signal of this form is a harmonic.

If an amplitude value is 0, then the corresponding sinusoid will not contribute to the function. In other words, \( 0 \times \cos(\text{anything}) \) evaluates to 0. If we have a function like

\[ x_2(t) = 0.1 \cos(2\pi 100t - \pi/6) + 1.3 \cos(2\pi 300t + \pi) + 0.5 \cos(2\pi 400t + 2\pi/3) \]

then \( x_2(t) \) is a harmonic with \( a_1 = 0.1 \), \( a_2 = 0 \), \( a_3 = 1.3 \), \( a_4 = 0.5 \), \( \phi_1 = -\pi/6 \), \( \phi_2 = 0 \), \( \phi_3 = \pi \), \( \phi_4 = 2\pi/3 \), and \( f_0 = 100 \) Hz.

The following MATLAB code is a function to plot harmonic signals.

```matlab
function plotharmonic(freq, mag, phase)

num_points = 200;  % Number of points per repetition

% Check parameters
if (size(mag) ~= size(phase))
sprintf('Error - magnitude and phase must be same length')
end

% We want this for 2 repetitions, and num_points per rep.
step = 2/(freq*num_points);
t = 0:step:2*(1/freq);

clear x;
x = 0;
for i=1:length(mag)
    x = x + mag(i)*cos(2*pi*i*freq*t + phase(i));
end

my_title = sprintf('Harmonic signal: %d sinusoids',length(mag));
plot(t,x);
title(my_title);
xlabel('time (sec)');
ylabel('Amplitude');

For example, the following commands plot \( x_2(t) \) from above. It is assumed that the code from above is saved with “plotharmonic.m” as the filename.

Mag = [ 0.1 0 1.3 0.5];
Phase = [ -pi/6 0 pi 2*pi/3];
plotharmonic(100, Mag, Phase); % Fundamental freq. is 100 Hz

The resulting plot can be seen in Figure 4.7.

One additional piece of information is if there is a vertical shift of the signal. That is, what if the graph shown in Figure 4.7 was not centered around the x-axis? This can be accomplished by adding a constant to the signal. For example, if we add 100 units to the signal, it would look the same, but it would be centered around the line \( y = 100 \). This piece of information can be added to the above harmonic signal format, simply by including the term \( a_0 \cos(2\pi(0)t + \phi_0) \). Starting the multiples of \( f_0 \) at zero means that the first component is simply a constant. There is no need to specify a \( \phi_0 \) term, since \( \cos(\phi_0) \) would just be a constant, and \( a_0 \) already specifies this. Therefore, we will assume \( \phi_0 \) is zero. This term is often called the \( DC \) component, for Direct Current.

**Example:**

For the signals below, say which ones are harmonic and which are not. If they
Figure 4.7: A harmonic signal.
are harmonic, say what the fundamental frequency is.

\[ x_1(t) = 2 \cos(2\pi 7t) + 3 \cos(2\pi 35t) \]
\[ x_2(t) = 2 \cos(2\pi^2 t) + 3 \cos(2\pi t) \]
\[ x_3(t) = 2 \cos(2\pi 7t + \pi) + 3 \cos(2\pi t - \pi / 4) \]

**Answer:**

To be harmonically related, each sinusoid must have a frequency that is an integer multiple of some fundamental frequency. That is, they should be in the following form. Remember that \( k \) is an integer.

\[ x(t) = \sum_{k=1}^{N} a_k \cos(2\pi kf_0 t + \phi_k) \]

So we put the above signals in this form, and see if the \( k \) values are integers, which they must be for the sinusoids to be harmonically related. Looking at the arguments of the cosine function for \( x_1 \), let \( k_1 \) and \( k_2 \) be values of \( k \).

\[ 2\pi 7t = 2\pi k_1 f_0 t + \phi_k, \text{ Let } \phi_k = 0 \]
\[ f_0 = 7/k_1 \]
\[ 2\pi 35t = 2\pi k_2 f_0 t + \phi_k, \text{ Let } \phi_k = 0 \]
\[ f_0 = 35/k_2 \]

Substituting in \( f_0 \), we get

\[ 35/k_2 = 7/k_1 \]
\[ k_1/k_2 = 7/35 \]
\[ k_1/k_2 = 1/5 \]

So if \( k_1 = 1 \), then \( k_2 = 5 \)

\[ f_0 = 35/k_2 = 35/5 = 7 \text{ Hz.} \]

Therefore, \( x_1(t) \) has integer \( k \) values, and is harmonic. \( x_3(t) \) is, too. \( x_2(t) \) does not have integer \( k \) values (due to the frequency of \( \pi \)) and is, therefore, not harmonic. The third signal, \( x_3 \), is a bit tricky because the frequency components are not lined up as we may expect. \( f_0 = 1 \text{ Hz, } a_0 = 1, \ a_k = \{3, 0, 0, 0, 0, 0, 2\}, \) and \( \phi_k = \{-\pi/4, 0, 0, 0, 0, 0, \pi\}. \)
We could consider harmonic a signal with a DC component, too. Without loss of generality, we can have index $k$ start at 0, implying that we have a frequency component of $0 \ast f_0$, or 0 Hz. Since designating a value for the phase angle would only result in the amplitude $a_0$ being multiplied by a constant, we should set the phase angle to 0. Thus, $a_0$ completely specifies the DC component.

Representing a signal that has discontinuities, such as a square wave, with a sum of harmonically related sinusoids is difficult. Many terms are needed [19]. Called Gibbs' phenomenon, we cannot perfectly represent a discontinuous signal as a sum of sinusoids, but our approximation will have overshoot, undershoot, and ripples.

Fourier analysis works best with a periodic signal. We implicitly expect that the first and last sample are linked, that if we were to take one more reading of the signal, that this reading would be the same as the very first sample, or at least a value that we have seen before. Whether or not this $N + 1$ value matches value 0 depends upon how many samples we have taken. Also, we assume that a sufficient number of samples has been recorded, given by the sampling period. If the signal truly is periodic, and we have a good sampling rate, and we take exactly one period's worth of samples, then the sample at $N + 1$ would be equal to sample 0.

Sometimes we do not have a periodic signal. In this case, we may have a discontinuity between the last sample and the first. For example, consider the signal below, Figure 4.8:

![Figure 4.8: A short signal.](image)

If we treat this signal as being periodic, then we expect that it repeats forever, and that we can copy and paste this signal to itself, such as in Figure 4.9.

Here we see that there is a discontinuity in the middle, and this is difficult for a Fourier series to handle (remember Gibb’s phenomenon). Thus, we should consider the Fourier analysis to give us an approximation of the original signal. We would expect that the approximation is not as good around a discontinuity as it is for the rest of the signal. We call this difficulty edge effects.

Even with edge effects, Fourier analysis will return a good approximation to the
original signal. In fact, any nonrandom signal can be approximated with Fourier analysis. If we take a random signal and find the Fourier series of it, we will find that it approximates the signal for the values that we have seen. However, we may be tempted to use this to predict future values of the signal. If it is truly random, though, any matching between the signal and a prediction would be coincidence.

4.7 Representing a Digital Signal as a Sum of Sinusoids

A digital signal can be represented as a sum of sinusoids. The following three figures show how this works. We can take a digital signal and find the Fourier transform of it (the Fourier transform is covered a bit later in this book). The important thing to understand is that the Fourier transform gives us a frequency-domain version of the signal: a list of amplitudes and phase angles corresponding to a harmonically related set of sinusoids.

We explore the fundamental frequency of these sinusoids later; for the present discussion, we will ignore it. The timing of these simulated samples determines the real fundamental frequency, so we will just stick to sample numbers instead of time for the x-axis of the plots.

Refer to Figure 4.10. Here we see the original signal, a list of discrete sample points. Under it, we have a graph of a signal made by adding several sinusoids (8, to be precise). Notice how this composite signal passes through the same points as the original digital signal. If we were to read values from this composite signal with the same timing as the sampling of the digital signal, we would have the same data.

In Figure 4.10, we see that the sum of sinusoids representation is continuous. But we should be careful not to conclude that the underlying analog signal, which we are trying to represent as a set of discrete points, actually looks like the composite
Figure 4.10: A digital signal (top) and its sum of sinusoids representation (bottom).
signal. We may not know what it looks like, and the hill we have between sample 2 and sample 3 (as well as between sample 3 and sample 4) could mislead us.

The next two graphs, Figures 4.11 and 4.12, show the sinusoids that we added together to get the composite one. Yes, the first one shown is a sinusoid of zero frequency! The asterisks show the values that would be found if the sinusoids were sampled with the same timing as the original signal. Notice how the number of sinusoids (8) returned from the Fourier transform matches the number of original points (8).

**Figure 4.11:** The first four sinusoids in the composite signal.

As an exercise, let's approximate the value of the second-to-last sample. In Figure 4.11, we see that sample #6 of each sinusoid has the following approximate values: 4.9, 0.3, -0.1, and 0.7. Turning our attention to Figure 4.12, we see this next-to-last sample's values are roughly: 0.4, 0.7, -0.1, and 0.3. If we add these up together, we get 7.1. Looking back at the original Figure 4.10, we see that the value for sample #6 is right around 7. In fact, the only reason we did not get exactly the same number as in the first figure was due to the error induced by judging the
graphs by eye.

Figure 4.12: The last four sinusoids in the composite signal.

In a similar exercise, we can note the maximum values for each of the sinusoids in Figures 4.11 and 4.12. These are: 4.88, 0.86, 0.76, 0.81, 0.38, 0.81, 0.76, and 0.86. They correspond to the amplitudes of each of the sinusoids, the $a_k$ values that we would need for a harmonic representation. The other pieces of information (besides the fundamental frequency) would be the phase angles. These are a bit more difficult to read off of a graph, but we can make approximations for them. Remembering that $\cos(0) = 1$, we notice that the value returned from the cosine function decreases as the angle gets larger, until it reaches $-1$ at $\pi$, then it increases until it gets to 1 again at $2\pi$. We can use this observation to get a rough idea about the phases. Looking at the second graph of Figure 4.11, we see that the sinusoid has its maximum point right at sample 0. The maximum point would correspond to the amplitude, or more exactly $a_1 \times \cos(2\pi f_0 t + \phi_1)$ when the argument to the cosine function is 0, as it would be at time 0. So we would have $2\pi f_0 0 + \phi_1 = 0$, or simply $\phi_1 = 0$. Now, to find the next phase angle, $\phi_2$. At sample 0 (third
graph on Figure 4.11), we notice that our value would be about 0.1. Solving for $\phi_2$, $a_2 \times \cos(2\pi f_0 t + \phi_2)$ at time $0 \approx 0.1$. This means that $a_2 \times \cos(\phi_2) \approx 0.1$, and we already have an approximation of $a_2$ as 0.8. So we can solve to find:

$$0.8 \cos(\phi_2) \approx 0.1$$

$$\cos(\phi_2) \approx \frac{0.1}{0.8}$$

$$\phi_2 \approx \arccos \left( \frac{0.1}{0.8} \right)$$

$$\phi_2 \approx 83^\circ$$

$$\phi_2 \approx \frac{46\pi}{100}.$$ 

But there could be a problem: how do we know that the sinusoid will increase at the next time step? To put this another way, we know that the cosine function returns the same value for $\theta$ as it would for $2\pi - \theta$, so which value should we use for our phase?

To solve this problem, we borrow from calculus (in a very painless way!). We have a graphical representation for the sinusoid that we are after, and we can tell just by looking at the graph if it increases or decreases. In the case of the third graph on Figure 4.11, we see that it increases. If we add a little bit to the phase angle, simulating a very small time increment, the value returned by $a_2 \times \cos((a \text{ little bit}) + \phi_2)$ should be a little more than $a_2 \times \cos(\phi_2)$. Let’s use this to test our value for $\phi_2$.

$$0.8 \cos \left( \frac{46\pi}{100} \right) = 0.1003$$

$$0.8 \cos \left( 0.01 + \frac{46\pi}{100} \right) = 0.0923$$

But this shows that the sinusoid would decrease, contrary to our graph. Therefore, we know that the phase angle must be our previous estimate negated, or $-46\pi/100$. We can (and should) double-check our work by applying the same trick as above.

$$0.8 \cos \left( -\frac{46\pi}{100} \right) = 0.1003$$

$$0.8 \cos \left( 0.01 - \frac{46\pi}{100} \right) = 0.1082$$

We see that the next values increase, just as we observe from the graph. We can
continue in like fashion for the rest of the graphs.

The program below demonstrates the sum-of-sinusoids concept. It does not require any parameters, since it makes the “original” signal randomly. This program finds the frequency-domain representation $X$ of the random signal $x$, then uses the frequency-domain information to get the original signal back again (as the array $my\_sum\_of\_sins$). We see that, when run, this program calculates the error between the original signal and the reconstructed one, an error so small that it is due only to the precision used.

```matlab
% sum_of_sins.m
% Show a random signal as a sum of sins
%
% Make our x signal
x = round(rand(1,8)*10);  Xsize = length(x);

% Get FFT of x
X = fft(x);
Xmag = abs(X);
Xphase = angle(X);

% Show the freq-domain info as sum of sinusoids
% Find the IFFT (the hard way) part 1
n=0:Xsize-1;  %m=0:Xsize-1;
% Do the sinusoids as discrete points only
s0 = Xmag(1)*cos(2*pi*0*n/Xsize + Xphase(1))/Xsize;
s1 = Xmag(2)*cos(2*pi*1*n/Xsize + Xphase(2))/Xsize;
s2 = Xmag(3)*cos(2*pi*2*n/Xsize + Xphase(3))/Xsize;
s3 = Xmag(4)*cos(2*pi*3*n/Xsize + Xphase(4))/Xsize;
s4 = Xmag(5)*cos(2*pi*4*n/Xsize + Xphase(5))/Xsize;
s5 = Xmag(6)*cos(2*pi*5*n/Xsize + Xphase(6))/Xsize;
s6 = Xmag(7)*cos(2*pi*6*n/Xsize + Xphase(7))/Xsize;
s7 = Xmag(8)*cos(2*pi*7*n/Xsize + Xphase(8))/Xsize;
% Redo the sinusoids as smooth curves
s0 = Xmag(1)*cos(2*pi*0*t/Xsize + Xphase(1))/Xsize;
s1 = Xmag(2)*cos(2*pi*1*t/Xsize + Xphase(2))/Xsize;
s2 = Xmag(3)*cos(2*pi*2*t/Xsize + Xphase(3))/Xsize;
s3 = Xmag(4)*cos(2*pi*3*t/Xsize + Xphase(4))/Xsize;
```
smooth4 = Xmag(5) * cos(2*pi*4*t/Xsize + Xphase(5))/Xsize;
smooth5 = Xmag(6) * cos(2*pi*5*t/Xsize + Xphase(6))/Xsize;
smooth6 = Xmag(7) * cos(2*pi*6*t/Xsize + Xphase(7))/Xsize;
smooth7 = Xmag(8) * cos(2*pi*7*t/Xsize + Xphase(8))/Xsize;

% Find the IFFT (the hard way) part 2
my_sum_of_sins = (s0+s1+s2+s3+s4+s5+s6+s7);
smooth_sum = smooth0 + smooth1 + smooth2 + smooth3;
smooth_sum = smooth_sum + smooth4 + smooth5 + smooth6 + smooth7;

% Show both discrete points and smooth curves together
xaxis1 = (0:length(smooth0)-1)/20; % for 8 points
xaxis2 = (0:length(s0)-1);
figure(1);
subplot(4,1,1); plot(xaxis1, smooth0, 'g', xaxis2, s0, 'r*');
subplot(4,1,2); plot(xaxis1, smooth1, 'g', xaxis2, s1, 'r*');
subplot(4,1,3); plot(xaxis1, smooth2, 'g', xaxis2, s2, 'r*');
subplot(4,1,4); plot(xaxis1, smooth3, 'g', xaxis2, s3, 'r*');
ylabel('amplitude');
xlabel('sample');
figure(2);
subplot(4,1,1); plot(xaxis1, smooth4, 'g', xaxis2, s4, 'r*');
subplot(4,1,2); plot(xaxis1, smooth5, 'g', xaxis2, s5, 'r*');
subplot(4,1,3); plot(xaxis1, smooth6, 'g', xaxis2, s6, 'r*');
subplot(4,1,4); plot(xaxis1, smooth7, 'g', xaxis2, s7, 'r*');
ylabel('amplitude');
xlabel('sample');

% Show the original versus the reconstruction from freq-domain
figure(3);
subplot(2,1,1); plot(0:Xsize-1, x, 'bd');
title('original');
min_y = floor(min(smooth_sum));
max_y = ceil(max(smooth_sum));
axis([0, Xsize-1, min_y, max_y]); % Make the axes look nice
xaxis1 = (0:length(smooth_sum)-1)/20;
xaxis2 = (0:length(s0)-1);
subplot(2,1,2);
plot(xaxis1, smooth_sum, 'b', xaxis2, my_sum_of_sins, 'rd');
title('sum of sinusoids');
Error = my_sum_of_sins - x

We assume that the signal contains only real information. In general, this is not the case. However, since we started with a signal of all real values, we will end up with a signal of all real values, since we do not change the information, we only transform it from the time-domain to the frequency-domain, then transform it back. The Fourier transform results in a complex signal, though the original signal was real. To reconcile this, we simply treat the original real signal as if it were complex, but the imaginary part is zero. The signal returned from the inverse-transform must also have an imaginary part of zero for all values. The program performs the inverse-transform in a sense, but it does not take the complex part into consideration, as it would have to do if the original signal were complex. In other words, the program treats each sinusoid as if it were $X_{mag}[k] \cos(2\pi f_0 t + X_{angle}[k])$, when in fact each sinusoid is (from Euler’s formula) $X_{mag}[k] \cos(2\pi f_0 t + X_{angle}[k]) + jX_{mag}[k] \sin(2\pi f_0 t + X_{angle}[k])$. We are able to get away with this simplification since we know in advance that the complex parts, $j \sin(\phi)$, must cancel each other out.

4.8 Spectrum

A spectrum is the name given to the frequency plot of a signal. The spectrum is a graph of the frequencies that make up a signal, with their amplitudes shown in relation to each other. A separate graph shows the phases for each sinusoid.

Previously, in Figure 4.10, we saw that a digital signal can be represented by a sum of sinusoids. These sinusoids can then be graphed individually, as shown in Figures 4.11 and 4.12. Sometimes this sinusoid information provides insight into the signal. For example, if the original signal is music, then the sinusoids tell us about the instruments that are being played. If the original signal was of a person talking, with a high-pitched extraneous sound such as a train whistle, we might be able to remove the higher-frequency whistle.

Plotting the information given to us by the sinusoids results in a spectrum. Continuing with the example from the last section, we see that one piece of information we are missing is the fundamental frequency. As stated before, we need to know how much time there is between samples before we can know the frequencies. But we will do our best without this. We see that the sinusoids repeat an integral amount in each graph, from 0 repetitions (0 frequency) up to 7 repetitions. That is, the sinusoids repeat with such a frequency that sample #8, if plotted, would be the same as sample
As the number of repetitions gets larger, so does the corresponding frequency. Suppose, for the sake of argument, that the original signal was sampled at a rate of 125 milliseconds per sample, so we read each sample 125 milliseconds after the last. The second graph, on Figure 4.11, shows that the sinusoid repeats once every 1000 milliseconds, or once per second (it takes another 125 milliseconds before it gets to sample #8, which is identical to sample #0). Thus, it has a frequency of 1 Hz. Similarly, we see that the next graph has a frequency of 2 Hz, then 3 Hz for the next graph, etc., up to 7 Hz for the last graph of Figure 4.12. For the remainder of this chapter, we assume that we have this fundamental frequency of 1 Hz. Recalling our amplitudes \{4.88, 0.86, 0.76, 0.81, 0.38, 0.81, 0.76, 0.86\} from the previous section, and getting the corresponding phases in degrees \{0, 22, -81, -56, 0, 56, 81, -22\}, we can plot this information as follows, Figure 4.13. In the top part of the figure, we see a frequency magnitude plot, since it shows the positive amplitudes versus the frequencies. The bottom part of Figure 4.13 shows a frequency phase plot, since it shows the phase angles for each corresponding sinusoid frequency.

One should observe the pattern of the spectrum: for the frequency magnitude plot, we see a mirror image centered around 4 Hz. On the phase plot, again the pattern centers around 4 Hz, but we have a flipped as well as mirrored image.

So far we have seen how to get the spectrum from the amplitudes and phases returned by the Fourier transform. To find the spectrum of an abstract signal, such as a mathematical model, use the inverse Euler’s formula. Here we have only an
introduction; this topic is covered extensively in Chapter 7, “The Number $e$.” For example, to find and plot the magnitude spectrum of $x(t) = 2 + 2\cos(2\pi(200)t)$, we put it in terms of cosine functions.

$$x(t) = 2 + 2\cos(2\pi200t)$$
$$= 2\cos(0) + 2\cos(2\pi200t)$$

Next, use inverse Euler’s formula:

$$\cos(\phi) = (e^{j\phi} + e^{-j\phi})/2.$$ 

Notice how this results in two frequency components: one at the frequency given, and one at the negative frequency. For the spectrum, this implies that the range of frequencies will be different from what we saw with the previous example. Actually, the information stays the same, only our spectral plot has different, but equivalent, frequency values. This is explained in Chapter 6, “The Fourier Transform.”

$$x(t) = 2(e^{j0} + e^{-j0})/2 + 2(e^{j2\pi(200)t} + e^{-j2\pi(200)t})/2$$
$$= 2(1 + 1)/2 + (2/2)(e^{j2\pi(200)t} + e^{-j2\pi(200)t})$$
$$= 2 + e^{j2\pi(200)t} + e^{-j2\pi(200)t}$$

This results in a magnitude of 2 at frequency 0 Hz, and a magnitude of 1 at frequencies 200 Hz and -200 Hz. This is shown in the magnitude plot, Figure 4.14.

**Figure 4.14:** Spectrum plot: magnitude of $x(t) = 2 + 2\cos(2\pi(200)t)$.

**Example:**

For the signal $x(t)$ below,

$$x(t) = 4 \cos(2\pi100t + 3\pi/4) + 2 \cos(2\pi200t) + 5 \cos(2\pi300t - 3\pi/5)$$

draw the magnitude spectrum and the phase spectrum of this signal.
Answer:

\[
x(t) = \frac{4}{2}e^{j(2\pi 100t+\frac{3\pi}{4})} + \frac{4}{2}e^{-j(2\pi 100t+\frac{3\pi}{4})} \\
+ \frac{2}{2}e^{j(2\pi 200t)} + \frac{2}{2}e^{-j(2\pi 200t)} \\
+ \frac{5}{2}e^{j(2\pi 300t-\frac{3\pi}{5})} + \frac{5}{2}e^{-j(2\pi 300t-\frac{3\pi}{5})}
\]

Pulling the frequencies out \{100, -100, 200, -200, 300, -300\}, and marking the corresponding magnitudes \{2, 2, 1, 1, 2.5, 2.5\}, gives us the graph of Figure 4.15. For each frequency, we also note the phases, \{3\pi/4, -3\pi/4, 0, 0, -3\pi/5, 3\pi/5\}. The phase angles are shown in Figure 4.16.

**Figure 4.15:** Spectrum plot: magnitudes.

**Figure 4.16:** Spectrum plot: phase angles.
4.9 Summary

Real-world signals have sinusoid components, unless they are truly random, in which case they can still be approximated with a sum of sinusoids. Since all analog signals can be represented (or at least approximated) with a sum of sinusoids, we can view a signal in terms of the frequencies that comprise it. Given a sum-of-sinusoids equation for a signal, we use the inverse Euler’s formula to convert to a sum of complex exponentials, such as \((a_1/2)e^{j2\pi f_1 t}e^{j\phi_1} + (a_1/2)e^{j2\pi (-f_1) t}e^{j(-\phi_1)}\). From this form, we can make a plot of the amplitudes \(a_1, a_1\) versus the frequencies \(f_1, -f_1\), as well as a plot of the phase angles versus the frequencies. Together, we call this information the spectrum, a view of the signal in the frequency-domain.

We will see how to get the frequency-domain information from a signal of only time-domain points using the Fourier transform, in Chapter 6.

4.10 Review Questions

1. What are the minimum and maximum values for \(x(t)\)?

\[ x(t) = 3\cos(2\pi 100t + \pi/6) \]

2. Given \(\sin(\theta) = \cos(\theta - \pi/2)\), if \(x(t) = 3\sin(2\pi 100t + \pi/6)\), what is this function in terms of \(\cos\)?

3. The analog signal, \(x(t)\), is:

\[ x(t) = 3\cos(2\pi 2000t + \pi/4) + 2\cos(2\pi 5000t) + \cos(2\pi 11000t - \pi/7) \]

a. plot each frequency component (in the time-domain) separately
b. graph this function (in the time-domain)
c. represent \(x(t)\) in terms of a fundamental frequency, amplitudes and phases.

4. The analog signal, \(x(t)\), is:

\[ x(t) = 3\cos(2\pi 3000t) + \cos(2\pi 1000t + \pi/3) + 4\cos(2\pi 5000t - \pi/3) \]

Represent \(x(t)\) in terms of a fundamental frequency, amplitudes and phases.

5. What is the difference between amplitude and magnitude? What does \(|x(t)|\) mean?

6. DC component specifies the “shift of the signal” (\(f = 0\))
Phase-shift specifies shift of signal \( \phi \)

7. What is another name for a plot of the frequency information of a signal?

8. Which signal, a square wave or a triangular wave, is easier to approximate with a series of harmonically related sinusoids? Why?

9. Why are amplitudes always positive?

10. Since \( x(t) \) below is in the form \( a_0 + \sum_{k=1}^{N} a_k \cos(2\pi(k)f_0 t + \phi_k) \), what are the values for \( N \), \( a_k \), \( \phi_k \), and \( f_0 \)? What special name do we give this signal \( x(t) \)?

\[
x(t) = 4 + 3\cos(2\pi(1)20t + \pi/2) + 7\cos(2\pi(2)20t - 2\pi/3)
\]
Chapter 5

Sampling

We live in an analog world, in that the signals that interest us are typically continuous. Our computers are digital devices, meaning that they can store only finite, discrete data, limited in both precision and magnitude. Thus, we need to approximate signals before we can store and manipulate them. How do we bridge the gap between the real world and the synthetic one of our computers? This chapter addresses this central question.

Sampling is the process of getting a digital signal from an analog one. When we sample a signal, we record, every so often, a value. Sampling can lead to many data values. For example, a 3-minute song, sampled at 16 bits at 44,100 Hz (for two channels), produces:

\[(3 \text{ minutes}) \times \left( \frac{16 \text{ bits}}{\text{sample}} \right) \times \left( \frac{44100 \text{ samples}}{\text{second}} \right) \times 2.\]

Changing the units to make them uniform makes this:

\[(3 \text{ minutes} \times \frac{60 \text{ seconds}}{1 \text{ minute}}) \times \left( \frac{16 \text{ bits}}{\text{sample}} \times \frac{1 \text{ byte}}{8 \text{ bits}} \right) \times \left( \frac{44100 \text{ samples}}{\text{second}} \right) \times 2 \]

\[(180 \text{ seconds}) \times \left( \frac{2 \text{ bytes}}{\text{sample}} \right) \times \left( \frac{44100 \text{ samples}}{\text{second}} \right) \times 2\]

\[180 \times (2 \text{ bytes}) \times 44100 \times 2 = 31,752,000 \text{ bytes}, \text{approximately 30 MB}.\]

But do we really need to store 30 MB of data for a 3-minute song? Actually, there are other ways of storing this data. The MP3 format is one such solution. It is popular due to the fact that a song stored as an MP3 sounds very close to the original, while only requiring about 10% of the space.
5.1 Sampling

Converting an analog signal to a digital one is a necessary step for a computer to analyze a signal: modern computers are digital machines, and can store only digital values.

In the continuous function $x(t)$, we replace $t$, the continuous variable, with $nT_s$, a discrete value. We use $n$ to index the discrete array, and $T_s$ is the sampling period, the amount of time between two samples. The sampling time is the inverse of the sampling frequency $f_s$, that is, $T_s = \frac{1}{f_s}$.

Before we can talk about sampling, let us call the frequency range of the signal that we are interested in the bandwidth. Sometimes, we simply use the highest frequency as the bandwidth, implying that we are interested in all frequencies between 0 Hz and the maximum. Other times, it may be limited, e.g., the visible light spectrum.

The term critical sampling applies to the case when the sampling rate is exactly twice the bandwidth, $B$. This means that we will record the signal just fast enough to properly reconstruct it later, i.e., $f_s = 2B$. We get this value based on Nyquist’s criterion, $f_s \geq 2B$, and choosing the lowest possible sampling frequency.

Oversampling is taking samples more frequently than needed (or more than 2 times the bandwidth). This results in more samples than are needed. You can use oversampling, but you may not want to due to hardware limitations, like not being able to process it fast enough, or not being able to store it in memory. Oversampling may be something you would want to do if you are working with cheap hardware, such as an inexpensive digital-to-analog converter, which appears to be the case with CD players [6]. An inexpensive digital-to-analog converter may use a simple step function to recreate the signal. Therefore, the more samples it has to work with, the smaller the time between the samples, and the better it approximates the original. As a counter example, reading (and storing) the temperature every microsecond would produce a massive volume of data with no gain for predicting tomorrow’s weather.

Undersampling occurs when we do not take samples often enough, less than twice the bandwidth. You would not want to use this, since you cannot reconstruct the signal. Also, any analysis done on an undersampled signal will likely be erroneous (as we say in computer programming, “garbage in, garbage out”).

$x[n] = x(nT_s)$ describes the sampling process. $T_s$ is the sampling time, while $n$ is an index. This means that the continuous signal $x$ is converted into a digital representation. $x[n]$ is not exactly the same as $x(t)$. It cannot be, since $x(t)$ is continuous. At best, $x[n]$ is a good approximation of $x(t)$.

The period of a signal is the length of time before it repeats itself. For a sinusoid,
we only need to know the frequency \( f \), since we define the period as \( T = \frac{1}{f} \).

**Example:**
If we used \( x(t) \) below and sampled it at 20 kHz, how many samples would we have after 60 ms?

\[
x(t) = 3\cos(2\pi 404t + \pi/4) + 2\cos(2\pi 6510t) + \cos(2\pi 660t - \pi/5)
\]

**Answer:**
The first thing to notice is that the number of samples really does not depend on the signal itself. That is, all we need to answer this question is the 20 kHz sampling rate \( (f_s) \) and the total time 60 ms.

The sampling period is \( 1/(20 \text{ kHz}) \) or \( 1/(20,000 \text{ Hz}) \). Since Hz is in cycles/sec, \( 1/\text{Hz} \) would be sec/cycles, or just seconds. We take the first sample at time = 0, then wait \( 1/(20,000) \) sec, and take another, and continue until 60 ms = \( 60 \times 10^{-3} \) seconds = 0.060 seconds is up.

To find the numerical answer, multiply 0.060 by 20,000, then add 1 (since the first sample was taken at time 0). For answering this (or any) question on a test, it is important to show your thought process. A good answer would include the analysis (and wording) as above.

**Example:**
if \( x(t) = 4\cos(2\pi 250t + 2\pi/7) \), what is the period of this sinusoid?

**Answer:**
All that we really need is the frequency, 250 Hz. \( T = \frac{1}{f} = \frac{1}{250 \text{ Hz}} = 0.004 \) seconds.

Suppose that we have a complex signal, one with many harmonically related sinusoids. To find the period, we must find the largest frequency, \( f_0 \), such that all other frequencies are integer multiples of it. With two or more sinusoids, this base frequency can be found with the greatest common divisor (gcd) function. For three frequencies \( f_1 \), \( f_2 \), and \( f_3 \), we want to find \( f_0 \) such that \( f_1 = k_1 f_0 \), \( f_2 = k_2 f_0 \), and \( f_3 = k_3 f_0 \). The variables \( k_1 \), \( k_2 \), and \( k_3 \) must be integers.
5.2 Reconstruction

Reconstruction is the process of recreating an analog signal from digital samples. This conversion from digital to analog involves interpolation, or “filling in” the information missing between samples. There are several ways of doing this, the most obvious being a linear method of “connecting the dots” by drawing line segments between the samples.

An analog-to-digital converter, written for short as ADC, samples a continuous signal and produces a discrete one. The opposite of the ADC is the DAC, or digital-to-analog converter. When a D-to-A converter produces an analog signal between discrete data points, we call this interpolation, just as one may interpolate or “fill in” the values between data points. One simple way to do this is by using a zero-order hold for a pulse function\([20]\); this creates a step function so that time between two samples is filled by the first sample of the two. Linear interpolation is another choice for interpolation, where the pulse function is based upon the variable \(t\). An example of this is a triangle function, where the pulse ramps up until the midpoint, then ramps down again. The following equation describes the process of digital-to-analog conversion \([6]\):

\[
x(t) = \sum_{n=-\infty}^{\infty} x[n]p(t - nT_s)
\]

where \(p(t)\) is the pulse function. It could be simply a sustained version of the unit impulse function. In fact, we can use a very similar equation with the impulse function to describe sampling, as done in \([14]\). The index does not, of course, actually run from \(-\infty\) to \(\infty\), but this is the most general way to define this without knowing the support.

5.3 Sampling and High-Frequency Noise

When sampling a signal with high-frequency noise, we will see the effects of the noise even when the sampling frequency is of lower frequency than the noise. This is because the noise will make each sample a little larger or smaller than it would otherwise be. Figure 5.1 demonstrates this idea. Samples of a signal with some high-frequency noise are shown, with the original signal (without noise) shown as a solid line. An alias of the noise will show up in the sampled signal as a frequency component, explained in the following section.
Figure 5.1: Sampling a noisy signal.
A common problem that arises when sampling a continuous signal is aliasing, where a sampled signal has replications of its sinusoidal components which can interfere with other components. Aliasing occurs when sampling a periodic signal, namely a sinusoid (or a signal made up of sinusoids) such as \(a \times \cos(2\pi ft + \phi)\). When we sample this signal, we do so at the rate \(f_s\). Any sinusoid component above \(f_s\) will appear in the signal as if it were less than \(f_s\).

This can best be explained with an example. Suppose we have a sinusoidal signal \(x(t) = \cos(2\pi 800t)\). When we sample it, we replace \(t\) in the continuous signal \(x(t)\) with regularly spaced time points \(nT_s\), i.e.,

\[
x[n] = x(nT_s).
\]

Suppose that we sample this 800 Hz sinusoid at \(f_s = 600\) samples/second. When we examine the frequency content of the sampled signal, we see that it shows up as a 200 Hz sinusoid. What happened? Instead of seeing the 800 Hz sinusoid, we see one at 200 Hz instead. Let’s look at what the sampled signal is:

\[
x(t) = \cos(2\pi 800t)
\]
\[
x[n] = \cos(2\pi 800nT_s)
\]
\[
x[n] = \cos(2\pi (200 + 600)nT_s)
\]
\[
x[n] = \cos(2\pi 200nT_s + 2\pi 600nT_s)
\]

\(T_s = 1/f_s\), so \(T_s = 1/600\). We will replace this in the right-most term.

\[
x[n] = \cos(2\pi 200nT_s + 2\pi 600n(1/600))
\]
\[
x[n] = \cos(2\pi 200nT_s + 2\pi n)
\]

The cosine function is periodic with period \(2\pi\), which means that \(\cos(\theta + 2\pi) = \cos(\theta)\). Just as we can add \(2\pi\) to the cosine argument and get the same result, we can add \(2\pi\) times any integer and get the same result (even if the integer is negative). We defined index \(n\) as an integer, so the \(2\pi n\) term can be removed from the above cosine argument, leaving us with \(\cos(2\pi 200nT_s)\). When we sample a 800 Hz sinusoid at 600 samples/second, we cannot distinguish it from a 200 Hz sinusoid. If we had a 200 Hz component in the signal too, then the 800 Hz component would interfere with it.

Aliasing occurs on television whenever we see a car whose tires appear to be...
spinning in the wrong direction. A television broadcast can be thought of as a series of images, sampled at a regular rate, appearing on screen. If the wheels happen to rotate less than a full circle between frames (images), then they appear to be turning slowly in the opposite direction.

This can be generalized as follows. Imagine that the frequency of a sinusoidal component is replaced by the frequency plus an integer multiple of the sampling frequency, i.e., we substitute $f_0 + kf_s$ in place of $f$.

$$x(t) = a \cos(2\pi (f_0 + kf_s)t + \phi)$$

$$x(t) = a \cos(2\pi f_0 t + 2\pi kf_s t + \phi)$$

Now we sample this signal at $T_s$ intervals. Note that there is no problem with the sinusoid until we sample it.

$$x[n] = x(nT_s) = a \cos(2\pi f_0 nT_s + 2\pi kf_s nT_s + \phi)$$

Since $T_s = \frac{1}{f_s}$, we can eliminate the $f_sT_s$ term.

$$x[n] = x(nT_s) = a \cos(2\pi f_0 nT_s + 2\pi kn + \phi)$$

Both $k$ and $n$ are integers, so their product is also an integer. This means that:

$$a \times \cos(2\pi f_0 nT_s + 2\pi kn + \phi) = a \times \cos(2\pi f_0 nT_s + \phi).$$

In other words, once we sample a signal, we cannot tell a sinusoid in it (such as 800 Hz in the example above) from another sinusoid (such as 200 Hz) that contains an integer multiple of the sampling frequency, in this case, 600 Hz. Clearly, this means that the sampling frequency $f_s$ must be at least greater than the largest frequency component, assuming that we have spectral content starting at 0 Hz. We will see other restrictions on $f_s$ in the next few sections.

Aliasing means that if we look at the spectrum of a sinusoid of $f$ Hz, there will be a component at $f$, but there will also be components at $(f + 1f_s)$, then at $(f + 2f_s)$, then at $(f + 3f_s)$, etc.

### 5.4.1 Aliasing Example

The program below demonstrates this problem graphically. We simulate sampling two sinusoids, $2 \cos(2\pi 100t + \pi/3)$ and $2 \cos(2\pi 600t + \pi/3)$, at 500 samples/second. They are given the same magnitude and phase for a reason: the program shows that the sampled versions are identical.
% Example of aliasing with
% 2 cos(2 pi 100 t + pi/3)
% and 2 cos(2 pi 600 t + pi/3)
%
% if these are sampled at 500 samples/sec,
% then the sampled versions are identical!
%
freq = 100;  % example frequency
phase = pi/3;  % example phase
mag = 2;  % example magnitude
fs = 500;  % sampling frequency
Ts = 1/fs;  % sampling period
k = 1;  % number of repetitions

num_points = 200;  % How many points to use
    % 200 makes it look smooth
num_samples = 11;  % How many samples to simulate reading
    % 11 puts "sampled" under "analog"

step = 2/(freq*num_points);  % get a nice step size
t = 0:step:2*(1/freq);  % "time"
n = 0:num_samples-1;  % sample index

% x and y are simulated analog functions
x = mag*cos(2*pi*freq*t + phase);
y = mag*cos(2*pi*(freq+k*fs)*t + phase);

% x2 and y2 are simulated sampled version of x and y
x2(n+1) = mag*cos(2*pi*freq*n*Ts + phase);
y2(n+1) = mag*cos(2*pi*(freq+k*fs)*n*Ts + phase);

Both x2 and y2 have the same values. To show the simulated sampled versions,
the following code plots both, and generates Figure 5.2.

% Plot the "analog" signals
subplot(2,1,1);
plot(t, x, 'r.-', t, y, 'b-');
my_title = sprintf('Simulated analog signals, x=dots  y=solid');
Figure 5.2: Aliasing demonstrated.
% Plot the "sampled" signals
subplot(2,1,2);
plot(n,x2,'rx', n,y2,'bo');
my_title = sprintf('Simulated digital signals, x=x y=o');
title(my_title);
xlabel('samples ');
ylabel('Amplitude');

It is easy to figure out when to take samples. Since the sampling frequency is 500 samples/sec, the sampling period must be $1/500 = 0.002$ seconds. Taking our first sample at time $t = 0$, we will take samples again at 0.002 seconds, 0.004 seconds, 0.006 seconds, and so forth.

5.4.2 Folding

We saw that any frequency greater than the sampling frequency will show up as a lower frequency. Folding is another way of looking at the aliasing phenomenon, where the observed frequency of a sampled signal differs from the actual frequency, even though it is less than the sampling frequency but greater than half the sampling frequency. Some texts use the term “folding” [11] [2] [6], while others mention this only as “aliasing” [9] [20] [21]. It is a type of aliasing, but here we prefer the term “folding” to distinguish it from aliasing, since the phase angle is affected. You may also see $f_s/2$ referred to as the folding frequency if, for example, a 600 Hz sinusoid is sampled at $f_s = 1000$ samples/sec, and the observed frequency is $1000 - 600 = 400$ Hz. This comes from the fact that:

$$
\cos(2\pi 600 n T_s + \phi) = \cos(2\pi (1000 - 400) n T_s + \phi) \\
= \cos(2\pi 1000 n T_s - 2\pi 400 n T_s + \phi) \\
= \cos(2\pi 1000 n/1000 - 2\pi 400 n T_s + \phi) \\
= \cos(2\pi n - 2\pi 400 n T_s + \phi).
$$

As before, we can remove an integer multiple of $2\pi$ from the cos function. Since $n$ is defined as an integer, we can remove the $2\pi n$ term:

$$
\cos(2\pi n - 2\pi 400 n T_s + \phi) = \cos(-2\pi 400 n T_s + \phi).
$$
It may seem strange to have a negative argument to the cosine function, but there is a trigonometric identity that can help: \( \cos(-\theta) = \cos(\theta) \). Applying this to the equation above, we have:

\[
\cos(-2\pi 400n T_s + \phi) = \cos(2\pi 400n T_s - \phi).
\]

The frequency now appears to be 400 Hz, but the phase angle’s value \( \phi \) is negated. Therefore, if we were to plot the frequency magnitude response for this signal \( x(t) = \cos(2\pi 600n/1000 + \phi) \), we would see a frequency of 400 Hz. If we plotted the phase angles, it would show up as \(-\phi\).

The code below shows that the cosine function gives the same results whether the argument to it is positive or negative. Figure 5.3 shows the result of this code, with \( \cos(-2\pi 10t - \pi/3) \) on the left half of the figure and \( \cos(2\pi 10t + \pi/3) \) on the right.

```matlab
% Demonstrate that \( \cos(-theta) = \cos(theta) \)

% time
phi = pi/3;  % example phase
freq = 10;   % example frequency

x = cos(2 * pi * -freq * t - phi);
y = cos(2 * pi * freq * t + phi);
t1 = -0.1:0.001:0;
t2 = 0:0.001:0.1;

% plot(t,x,'b.', t, y, 'g*')  % This plot shows both overlapping
plot(t1,x(1:ceil(length(x)/2)),'b*', t2, ...
y(ceil(length(y)/2):length(y)), 'gd')
avis([-0.1 0.1 -1 1])
title('cos(-theta) and cos(theta) produce the same results');
xlabel('cos(-2\pi f t-\phi) (.) and cos(2\pi f t+\phi) (*)')
```

An alternate `plot` command appears as a comment within the code. It shows that the two cosine functions overlap each other. If you choose to experiment with it, do not forget to comment out the other `plot` command.
Figure 5.3: \( \cos(-2\pi 10t - \pi/3) \) and \( \cos(2\pi 10t + \pi/3) \) produce the same result.
Sampling

Folding occurs when the sampled signal has a sinusoidal component that is greater than \( f_s/2 \), but less than \( f_s \). In general, we can replace some frequency \( f \) with \((f - f_0)\) to give:

\[
\cos(2\pi f nT_s + \phi) = \cos(2\pi (f_s - f_0)nT_s + \phi) \\
= \cos(2\pi f_s nT_s - 2\pi f_0 nT_s + \phi) \\
= \cos(2\pi n - 2\pi f_0 nT_s + \phi) \\
= \cos(-2\pi f_0 nT_s + \phi) \\
= \cos(2\pi f_0 nT_s - \phi).
\]

The value of \( f_0 \) must be less than the original \( f \), otherwise the folded frequency will be outside the spectrum. For example, if we start with \( \cos(2\pi 400 n T_s + \phi) \), with \( T_s = 1000 \text{Hz} \), and replace 400 with 1000, we would end up with \( \cos(2\pi 600 n T_s - \phi) \). This would not show up in the spectrum (from \(-f_s/2\) to \(f_s/2\)), except as \( \cos(2\pi 400 n T_s + \phi) \), which is what we started with.

5.4.3 Locations of Replications After Sampling

Once a signal is sampled, an infinite number of replications of frequency components will appear at regular intervals. This is based on the periodicity of the sinusoids, that is, \( \cos(2\pi ft) = \cos(2\pi ft + 2\pi n) \), where \( n \) is an integer, just as \( \cos(\pi/6) = \cos(\pi/6 + 2\pi) = \cos(\pi/6 + 2\pi/2) \). This means that sampling a signal will put all frequency content in the range 0 .. \( f_s \).

Since \( n \) and \( k \) are both integers by definition, their product \( nk \) is also an integer.

\[
\cos(2\pi f_1 nT_s) = \cos(2\pi f_1 nT_s + 2\pi nk) \\
= \cos\left(2\pi n\left(\frac{f_1}{f_s} + \frac{f_s}{f_s}k\right)\right)
\]

Thus, \( \cos(2\pi f_1 nT_s) \) is indistinguishable from \( \cos(2\pi (f_1 + k f_s)nT_s) \), for all integers \( k \). So when sampling at \( f_s \) samples per second, \( \cos(2\pi f_1 t) \) is indistinguishable from \( \cos(2\pi (f_1 + k f_s)t) \), meaning that sampling creates a replica of a frequency at every integer multiple of the sampling frequency plus that frequency. We will look at negative values of \( k \) next.

The cosine function is an even one, meaning that \( \cos(-\theta) = \cos(\theta) \), or that

\[
\cos(-2\pi f_1 t) = \cos(2\pi f_1 t).
\]
This means that all frequency content on the spectrum between 0 and $+\infty$ will be mirrored between $-\infty$ and 0.

Therefore, a frequency of $f_1$ Hz will also appear at $-f_1$ Hz. When combined with aliasing, we see that it will also appear between $f_s$ and $f_s$. Suppose that we let $k = -1$:

$$
cos(2\pi f_1 n T_s) = cos \left( 2\pi n \left( \frac{f_1}{f_s} - \frac{f_s}{f_s} \right) \right).
$$

So $cos(2\pi f_1 n T_s)$ also appears as $cos(2\pi (f_1 - f_s) n T_s)$.

**Example 1:**
Let $f_1 = 1$ Hz and $f_s = 4$ samples/second:

$$
cos(2\pi (1)n T_s) = cos(2\pi n(1 - 4)T_s)
$$

$$
= cos(2\pi n(-3)T_s)
$$

$$
= cos(2\pi n(3)T_s).
$$

See Figure 5.4. Note that we would also have a replica at $-1$ Hz. Since there are an infinite number of replications, we only show a few, though there are replications at $\pm 5$ Hz and $\pm 7$ Hz.

![Figure 5.4: Replications for $f_1 = 1$ Hz and $f_s = 4$ samples/second.](image)

**Example 2:**
Let $f_1 = 2.5$ Hz and $f_s = 8$ samples/second:

$$
cos(2\pi (2.5)n T_s) = cos(2\pi n(2.5 - 8)T_s)
$$

$$
= cos(2\pi n(-5.5)T_s)
$$
Sampling

\[ = \cos(2\pi n(5.5)T_s). \]

See Figure 5.5. Note that we would also have a replica at \(-2.5\) Hz.

\[ \]

**Figure 5.5:** Replications for \(f_1 = 2.5\) Hz and \(f_s = 8\) samples/second.

From these examples, we see that \(\cos(2\pi f_1 nT_s)\) appears the same as \(\cos(\pm 2\pi (f_1 - f_s)nT_s)\), at least when \(f_1 < \frac{f_s}{2}\).

---

**Example 3:**

What if \(f_1 > \frac{f_s}{2}\)? With \(k = -1\), we will let \(f_1 = 3\) Hz and \(f_s = 4\) samples/second:

\[ \cos(2\pi (3 - 4)nT_s) = \cos(2\pi (-1)nT_s) \]

\[ = \cos(2\pi nT_s). \]

See Figure 5.6. Note that we would also have a replica at \(-3\) Hz.

\[ \]

**Figure 5.6:** Replications for \(f_1 = 3\) Hz and \(f_s = 4\) samples/second.
Example 4:
What if $f_1 > f_s$? With $k = -1$, we will let $f_1 = 5$ Hz and $f_s = 4$ samples/second:

$$\cos(2\pi(5 - 4)nT_s) = \cos(2\pi(1)nT_s)$$

$$= \cos(2\pi(-1)nT_s).$$

That is, this will also appear as a negative frequency. See Figure 5.7. Note that we would also have a replica at $-5$ Hz.

\[\begin{align*}
\text{Figure 5.7: Replications for } f_1 &= 5 \text{ Hz and } f_s = 4 \text{ samples/second.}
\end{align*}\]

We see that $\cos(2\pi f_1 n T_s)$ appears the same as $\cos(\pm 2\pi (f_1 - f_s)n T_s)$, regardless of where $f_1$ is in relation to $f_s$.

The previous two graphs, Figure 5.6 and Figure 5.7, are very similar. Wouldn’t the last example also have a replica at 3 Hz? Repeating the fourth example:

$$\cos(2\pi(5 - 4)nT_s) = \cos(2\pi(1)nT_s) = \cos(2\pi(-1)nT_s),$$

but $\cos(2\pi(5 - 4)nT_s)$ also equals $\cos(2\pi(5 - 8)nT_s)$. If we let $k = -2$.

$$\cos(2\pi(5 - 8)nT_s) = \cos(2\pi(-3)nT_s) = \cos(2\pi(3)nT_s),$$

so we do see replicas at $\pm 3$ Hz, also. In fact, we have a replica of the 5 Hz signal at all odd-numbered frequencies on this spectrum, Figure 5.8. This can be a problem—we cannot tell the 3 Hz signal in Example 3 from the 5 Hz signal in Example 4. If we had both a 3 Hz and 5 Hz signal in these examples, they would interfere with each other.
5.5 Nyquist Rate

In the previous sections, we saw that the sampling rate $f_s$ must be greater than the largest frequency component to avoid aliasing. We also saw how this largest frequency $f$ should be less than half of the sampling rate $f_s$, to avoid folding. In the next section, we will see that the bandwidth is the important term; up to this point, we have assumed that we are interested in all frequencies from 0 Hz to the largest frequency component. This implies that the bandwidth equals the largest frequency component. In fact, it is more precise to say that the minimum sampling frequency is based on the bandwidth. In other words,

$$f_s \geq 2(\text{bandwidth}).$$

We call this minimum sampling rate for a signal the Nyquist rate. Other texts refer to Shannon’s sampling theory, but these are the same thing. To find it, take the bandwidth (often the maximum frequency of the signal), and multiply by a factor of 2. The reason this rate is critical is that it avoids aliasing, a problem brought about with sampling.

**Example:**

$$x(t) = 2 \cos(2\pi 700t - \pi/2) + 3 \cos(2\pi 450t) + \cos(2\pi 630 + 2\pi/5)$$

What is the minimum sampling rate for this signal? Assume that we are interested in all frequencies starting with 0 Hz.

**Answer:**

First, put the sinusoids in the form $a_k \times \cos(2\pi f_k t + \phi_k)$. The frequencies ($f_k$) in $x(t)$ are: 700, 450, and 630 Hz. We see that the largest one is 700 Hz. From the question’s assumption that we want all frequencies starting with 0 Hz, our bandwidth is therefore $700 \text{ Hz} - 0 \text{ Hz} = 700 \text{ Hz}$.

$$\text{Nyquist rate } = 2 (\text{bandwidth})$$
Nyquist rate = 2 (max(700 Hz, 450 Hz, 630 Hz) − 0 Hz)
= 2(700 Hz)
= 1400 Hz

Therefore, our sampling rate should be at least 1400 Hz. This process is called lowpass sampling, since it accurately records all frequencies lower than the highest frequency component. However, if we do not need all frequencies between 0 and the maximum frequency (in this case, 700 Hz), section 5.6 shows another way to perform sampling.

5.6 Bandpass Sampling

It is possible to sample a signal at a rate lower than twice its highest frequency, if the signal has a limited bandwidth. This is called bandpass sampling.

Let’s start with an example. Suppose there is a signal composed of four sinusoids, with frequencies 1010 Hz, 1020 Hz, 1030 Hz, and 1040 Hz.

\[ x(t) = 4 \cos(2\pi 1010t) + 6 \cos(2\pi 1020t) + 8 \cos(2\pi 1030t) + 10 \cos(2\pi 1040t) \]

Figure 5.9 shows the spectrum of the sampled signal. The number of simulated samples is chosen to be a multiple of \( f_s \), which in this case means that the DFT’s analysis frequencies exactly match up to the frequencies present in the signal. In other words, there is no DFT leakage (see section 6.8), so the figures look nice. Also in this figure, only part of the spectrum is shown. The amplitudes below 1000 Hz in Figure 5.9 are all zero. One final note about this figure is that a simulated sampling frequency of 2081 samples/second was chosen because it gives a nice figure. If 2080 samples/second were used, then the frequency component at 1040 Hz would appear to have double the amplitude.

It would be possible to sample signal \( x(t) \) at or above 2080 Hz, as Figure 5.9 shows, but what happens when we sample it at 100 Hz? We would have spectral content, as shown in Figure 5.10. As we can see from these graphs, the same information is present. There are advantages to sampling at a lower rate; namely, that the equipment to do so may be cheaper. But why does this work?

The answer lies in the same analysis that we used with aliasing. When a signal is sampled (digitized), values are periodically read from the analog signal. Effectively, this means that we replace \( t \) with \( n/f_s \) in the analog signal’s mathematical representation. We are not likely to have a mathematical representation of our analog
Figure 5.9: Example signal sampled at 2081 Hz.

Figure 5.10: Example signal sampled at 100 Hz.
signal. After all, if we knew what the analog signal was, why would we bother to sample it? However, any analog signal can be represented as a sum of sinusoids, so it is reasonable to assume that any analog signal has a mathematical representation in a form like this. The form for each sinusoid component is \( a \times \cos(2\pi f t + \phi) \). When we sample the signal, these components become \( a \times \cos(2\pi f n/f_s + \phi) \). We know that \( \cos(2\pi k + \phi) = \cos(\phi) \), as long as \( k \) is an integer. This is not surprising; since the cosine function is periodic, it repeats itself over and over again. In fact, it repeats itself infinitely in both positive and negative directions (that is, \( k \) can be a positive or negative integer). So a component of an analog signal will repeat itself, given enough time. When \( f_s = 100 \) samples/second, the first component becomes:

\[
4 \cos(2\pi f n/f_s) = 4 \cos(2\pi 1010n/100) = 4 \cos(2\pi(1000 + 10)n/100) = 4 \cos(2\pi 1000n/100 + 2\pi 10n/100) = 4 \cos(2\pi 10n + 2\pi n/10).
\]

Since \( n \) is an integer (i.e., let \( k = 10n \)), this reduces to:

\[
4 \cos(2\pi n/10).
\]

In other words, the 1010 Hz component appears as a 10 Hz component. It is left to the reader to verify that the other components will appear as 20 Hz, 30 Hz, and 40 Hz when sampled at this rate. Also, the reader is encouraged to show that this works when there is a nonzero phase angle, e.g., for \( 4 \cos(2\pi 1010n/f_s + \pi/4) \). This example works because there is no conflict between frequencies. But what if there already was a 10 Hz component? In that case, the information would be lost, since both the 10 Hz and the 1010 Hz components would appear to be a single component at 10 Hz. Avoiding overlap is one thing to look for when bandpass sampling.

As we saw above, bandpass sampling depends upon the sampling frequency. If \( f_s \) were, say, 103 samples per second, then the first component becomes:

\[
4 \cos(2\pi f n/f_s) = 4 \cos(2\pi 1010n/103) = 4 \cos(2\pi(927 + 83)n/103) = 4 \cos(2\pi 927n/103 + 2\pi 83n/103) = 4 \cos(2\pi 9n + 2\pi 83n/103).
\]
Since $n$ is an integer, this reduces to:

$$4 \cos(2\pi 83n/103).$$

We do not stop here. Since $83n/103$ is equivalent to $(103 - 20)n/103$, we can eliminate another $2\pi n$ term, which leaves us with a frequency component that appears to be $-20$ Hz. We do this because it will show up as $-20$ Hz anyway; the signal’s spectrum contains information from $-f_s/2$ to $f_s/2$, with the same information on both sides, reflected around 0. This frequency component $83/103$ is greater than $103/2$ (i.e., $f_s/2$), so it appears in the spectrum as $-20/103$. Since the left half of the spectrum for a real signal is a mirror of the right half, this shows up as $+20$ Hz, too. In other words, $\cos(-\phi) = \cos(\phi)$, for any real angle $\phi$. Likewise, when we remove multiples of 103 from the other components, we get:

$$x[n] = 4 \cos(2\pi 20n/103) + 6 \cos(2\pi -10n/103) + 8 \cos(0) + 10 \cos(2\pi 10n/103).$$

The information in both the second and the fourth components appears at 10 Hz, meaning that we have lost information. Figure 5.11 shows what the spectrum would look like if we did sample at 103 Hz. An interesting point is that the component at 0 Hz appears to be twice as large, as will any 0 Hz component. The amplitudes are relative to each other, and since we expect, say, 10 Hz to have an equal amplitude at $-10$ Hz, we should expect this for 0 Hz and $-0$ Hz, too. Using 2081 samples/second as we did in Figure 5.9, we avoided doubling the amplitude shown at 1040 Hz.

![Sampled signal (after DFT) $f_s=103$, $N=1030$](image)

**Figure 5.11**: Example signal sampled at 103 Hz.

All real signal information will show up in the spectrum between 0 and $f_s/2$, even if it has a frequency component above $f_s/2$. This is the idea behind the Nyquist sampling rate: $f_s/2$ must be at least as large as the bandwidth. Since we are likely to know the bandwidth and need to solve for $f_s$, this becomes the relation $f_s \geq 2B$. We can think of the signal information mapping to the spectrum, from 0 to $f_s/2$, in
one of two ways. One is that this spectral information will be repeated, infinitely, for every multiple of \( f_s \). Another way is to imagine that any spectral information that exists in the analog signal will map to a frequency between 0 and \( f_s/2 \), just like a curved mirror reflects everything in front of it, even if the mirror is smaller than the things reflected. If we are careful to avoid overlap (aliasing), we can use this to our advantage.

How do we choose a value for \( f_s \)? As pointed out previously, one bound is double the bandwidth, i.e., \( f_s \geq 2B \). Another thing to consider is that each frequency component should map to a unique frequency between 0 and \( f_s/2 \). This can be accomplished with the equation below [11].

\[
\frac{2f_c - B}{m} \geq f_s \geq \frac{2f_c + B}{m + 1}
\]

The variable \( f_c \) is the center frequency, defined as the midpoint between the lowest frequency of interest and the highest frequency of interest. Another way of viewing it is as the highest frequency of interest minus half the bandwidth. The variable \( m \) is an integer, and it gives the number of replications, or how many times the information appears to repeat between 0 and the lowest frequency of interest. It is similar to the number of multiples of \( f_s \) that we can remove from our original frequencies \( f \).

Recall our earlier example, where we were interested in information between 1010 Hz and 1040 Hz. Here, \( B = 1040 - 1010 = 30 \) Hz, and \( f_c = 1010 + B/2 = 1025 \) Hz. We can find ranges for \( f_s \) by computing the above equation for increasing values of \( m \). If we use \( m = 20 \), we see that we get the range \( 2020/20 = 100 \) Hz, or \( 101 \) Hz \( \geq f_s \geq 99.0476 \) Hz. We see that \( f_s = 100 \) samples/second falls within this range. We must also make sure that the Nyquist criterion is satisfied, and since \( 100 \) Hz \( \geq 2B \), or \( 100 \) Hz \( \geq 60 \) Hz, we see that it is. If we calculate again using \( m = 19 \), we get the range of \( 106.3158 \) Hz \( \geq f_s \geq 104 \) Hz. There are two things to notice. First, a sampling rate of 103 samples/second is outside these ranges, which explains why we were not able to use it in the previous example. Second, if we were to use a rate of, say, 105 samples/second (which is in the previous range), we get the graph of Figure 5.12. What is interesting here is that we get the same information, only it is reversed from what we expected.

Let’s examine the first signal component, for \( f_s = 105 \) samples/second:

\[
4 \cos(2\pi f_n / f_s) = 4 \cos(2\pi 1010n / 105)
\]
\[
= 4 \cos(2\pi (1050 - 40)n / 105)
\]
\[
= 4 \cos(2\pi 1050n / 105 - 2\pi 40n / 105)
\]
Figure 5.12: Example signal sampled at 105 Hz.

\[ = 4 \cos(2\pi 10n - 2\pi 40n/105). \]

This reduces to:

\[ 4 \cos(-2\pi 40n/105) \]

and since \( \cos(-\phi) = \cos(\phi) \), this 1010 Hz component appears at 40 Hz. In a similar fashion, the other frequency components appear reversed from the original.

The information is there, but reversed, when \( m \) is an odd number. Whether this is acceptable depends upon the application. Incidentally, if we were to choose \( f_s = 110 \) samples/second, which is from the range of \( f_s \) when \( m = 18 \), we would have the information in the “correct” order, as shown in Figure 5.13. For a good overview on how the equation that gives the range of \( f_s \) was developed, see R. Lyons, *Understanding Digital Signal Processing* [11].

Table 5.1 summarizes these analyses. It shows that using 103 samples per second...
Table 5.1: Frequencies detected with bandpass sampling.

<table>
<thead>
<tr>
<th>Sampling Frequency</th>
<th>Actual Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10 20 30 40</td>
</tr>
<tr>
<td>103</td>
<td>20 10 0 10</td>
</tr>
<tr>
<td>105</td>
<td>40 30 20 10</td>
</tr>
<tr>
<td>110</td>
<td>20 30 40 50</td>
</tr>
</tbody>
</table>

results in two frequencies mapping to the same observed value. The other sampling frequencies are fine to use, since each actual frequency maps to a unique observed frequency.

5.7 Summary

This chapter covers the topic of sampling. Sampling is the process of reading signals via a computer, also called Analog to Digital Conversion (ADC). We can go the other way and convert from digital back to analog, with a Digital to Analog converter (called a DAC). When dealing with sampling, however, there are some pitfalls to be wary of such as aliasing and folding.

Aliasing means that a frequency $f_1$, sampled at $f_s$ samples per second as in $\cos(2\pi f_1 n T_s)$, appears as $\cos(2\pi(f_1 + k f_s) n T_s)$, for all positive $k$ values.

Folding means that frequency $f_1$, sampled at $f_s$ samples per second as in $\cos(2\pi f_1 n T_s)$, appears as $\cos(2\pi(f_1 - k f_s) n T_s)$, for all positive $k$ values. Many textbooks combine aliasing and folding, since it is simply a matter of letting $k$ be negative. Note that a negative frequency between $-f_s/2$ and 0 will appear as a positive frequency between $f_s/2$ and $f_s$. That is, if $-f_s/2 < f_1 < 0$, it will have a replication at $f_1 + f_s$. Let $f_1 = -f_s/3$, and it will have a replication at $f_s - f_s/3 = 2f_s/3$, which is clearly between $f_s/2$ and $f_s$.

Since the cosine function is an even function, $\cos(+\theta) = \cos(-\theta)$, so that a frequency component $\cos(2\pi f_1 n T_s)$ also appears as $\cos(2\pi(-f_1) n T_s)$, this should come as no surprise. Euler’s inverse formula $\cos(\theta) = (e^{j\theta} + e^{-j\theta})/2$ means that for every sinusoid term, there will be two components in the spectrum; at plus and minus the frequency. Every frequency component $\cos(2\pi f_1 n T_s)$ will appear in the digital spectrum as $\cos(\pm 2\pi(f_1 \pm k f_s) n T_s)$. 
The Nyquist criteria must be observed, but bandpass sampling makes it possible to use replications to our advantage by sampling at a lower-than-expected rate.

5.8 Review Questions

1. If the sampling period is 8 ms, what is the sampling frequency?

2. What is oversampling? Why would you use it (or why would you not use it)?

3. What is undersampling? Why would you use it (or why would you not use it)?

4. Modify the aliasing example code (from section 5.4.1) to demonstrate folding.

5. What does “reconstruction” mean?

6. What do “ADC” and “DAC” mean?

7. If you attached the output of an ADC to the input of a DAC, would the DAC’s output be exactly the same as the ADC’s input? Why or why not?

8. What does \( x[n] = x(nT_s) \) imply?

9. Show that aliasing occurs for more than one sinusoid, such as when we sample \( x(t) = 3\cos(2\pi300t + \pi/3) + 8\cos(2\pi800t - \pi/5) \) at \( f_s = 500\, \text{Hz} \).

10. Suppose we sampled the following signal \( x(t) \) at \( f_s = 10,000 \) samples/second.

\[
x(t) = 3\cos(2\pi500t - \pi/5) + 6\cos(2\pi700t + \pi/5) + 4\cos(2\pi600t + 2\pi/7)
\]

a. How many samples would we have after 16 ms?

b. What is the equation for \( x[n] \)?

c. Write out what \( x[0] \) and \( x[1] \) are, and compute the value for \( x[0] \).

d. Using bandpass sampling, is the sampling rate OK? What about low-pass sampling? Explain.

11. Suppose we have a signal with frequencies between 18 kHz and 24 kHz. If we sampled the signal such that there would be 2 replicas of the signal (between \(-18\, \text{kHz} \) and \(+18\, \text{kHz}\)), what would our sampling frequency(ies) be?
12. Suppose you want to sample a signal with a frequency range from 15 kHz to 20 kHz. List ALL possible sampling frequencies that you can use (assuming you use bandpass sampling). How many possible sampling frequencies are there if you were to use lowpass sampling instead?

13. Suppose we have a signal with frequencies between 10 MHz and 15 MHz. If we sampled the signal, what possible sampling frequency(ies) could we use? Note how many replicas of the signal there would be (i.e., between −10 MHz and +10 MHz).

14. The analog signal, \( x(t) \), is:
\[
x(t) = 3\cos(2\pi2000t + \pi/4) + 2\cos(2\pi5000t) + \cos(2\pi11000t - \pi/7).
\]

   a. What is the bandwidth of \( x(t) \)?
   b. What is the equation for \( x[n] \)?

15. Assume the signal:
\[
x(t) = 3\cos(2\pi2000t + \pi/4) + 2\cos(2\pi5000t) + \cos(2\pi11000t - \pi/7)
\]
is sampled at 10 kHz.

   a. What does the \( x[n] \) equation become?
   b. Plot \( x[n] \).
   c. If \( x(t) \) is sampled at 10 kHz, what aliases does the 5 kHz signal have?
   d. What is the critical Nyquist frequency?
   e. Could you use bandpass sampling with this signal? Why (or why not)?

16. Suppose we have a signal of interest between 6 kHz and 8 kHz, and we plan to use bandpass sampling.

   a. What is the carrier (center) frequency?
   b. What is the bandwidth?
   c. If we sample this signal at 3500Hz, would this cause aliasing?
   d. What sampling frequencies can we use for 1, 2, and 3 spectral replications?

17. Suppose that we have the following signals:
\[
x_1(t) = 6\cos(2\pi7000t + \pi/2)
\]
\[
x_2(t) = 4\cos(2\pi8000t)
\]
Sampling

\[ x_3(t) = 2 \cos(2\pi 6000t). \]

a. Plot each signal. On the same page, also show the plot of the signal with the frequency argument negated (i.e., \( \cos(-2\pi ft - \phi) \)).
b. What can you conclude about these plots?
c. Would your conclusion be the same if the sine function were used instead? Why or why not? (Do not show a graph, but do explain your answer.)

18. If we used \( x(t) \) below and sampled it at 50 kHz, how many samples would we have after 25 ms?

\[ x(t) = 3 \cos(2\pi 2000t + \pi / 4) + 2 \cos(2\pi 5000t) + \cos(2\pi 11000t - \pi / 7) \]

19. Given \( x[n] = x(nT_s) = \cos(2\pi 1000nT_s)/2 + \cos(2\pi 2000nT_s + \pi / 4) \) and \( f_s = 8 \) kHz, use MATLAB to find the first 10 \( x[n] \) samples (\( n = 0..9 \)).

20. Suppose you want to sample a signal with a frequency range from 14 kHz to 20 kHz. What is the lowest sampling frequency that you can use?

21. Suppose you have a signal of frequencies between 1 kHz and 22 kHz, and there is noise between 100 kHz and 102 kHz.

   a. If you sample at 44,000 samples/second, does the noise interfere with the signal?

   b. If you sample at 30,000 samples/second, there is a problem. What is the problem?

22. Suppose we have a signal with frequencies between 24 kHz and 28 kHz. If we sampled the signal such that there would be 2 replicas of the signal (between \(-24 \) kHz and \(+24 \) kHz), what would our sampling frequency be?
Chapter 6

The Fourier Transform

Many different fields, including medicine, optics, physics, and electrical engineering, use the Fourier Transform (FT) as a common analysis tool. In practice, the standards by compression groups JPEG (Joint Photographic Experts Group) and MPEG (Motion Picture Experts Group) use a modified form of the Fourier transform. Essentially, it allows us to look at frequency information instead of time information, which people find more natural for some data. For example, many stereo systems have rows of little lights that glow according to the strength of frequency bands. The stronger the treble, for example, the more lights along the row are lit, creating a light bar that rises and falls according to the music. This is the type of information produced by the Fourier transform.

The Discrete Fourier Transform (DFT) is the version of this transform that we will concentrate on, since it works on discrete data. Our data are discrete in time, and we can assume that they are periodic. That is, if we took another $N$ samples they would just be a repeat of the data we already have, in terms of the frequencies present. In this case, we use the DFT, which produces discrete frequency information that we also assume is periodic. Below, in Figure 6.1, we see the frequency magnitude response graph for the “ee” sound. We got this by applying the discrete Fourier transform to the sound file. The figure shows the whole range along the top, and a close-up view on the bottom.

The following graph, Figure 6.2, shows the frequency magnitude response for another sound file: a brief recording of *Adagio from Toccata and Fuge in C*, written by J.S. Bach. The top of this figure shows the entire frequency range, from 0 to 22,050 Hz, while the bottom part shows a close-up view of the first 4500 frequencies. An interesting thing to notice is that the spikes in magnitude are regularly spaced. This happens often with real signals, especially music. For example, right before 1000 Hz, we see three spikes increasing in magnitude, corresponding to three different
Figure 6.1: A person vocalizing the “ee” sound.
but related) frequencies. We call this harmonics. This can be seen even more clearly in Figure 6.3, where a sustained note from a flute is played. Four frequencies are very pronounced, while most of the other frequencies are 0.

\[\text{Figure 6.2: J.S. Bach's Adagio from Toccata and Fuge in C—frequency magnitude response.}\]

The frequency range appearing above (0 to 22,050 Hz) was not arbitrarily chosen. Compact Disks (CDs) store music recorded at 44,100 samples per second, allowing for sounds in the range of 0 to 22,050 Hz, which is slightly greater than the maximum frequency that we can hear. It should not be surprising that almost all of the frequency content in Bach’s music shown in Figure 6.2 is below 4000 Hz. The organ, for which this music was written, can produce a very wide range of sound. Some organs can produce infrasound notes (below 20 Hz, which most humans cannot hear), and also go well beyond 10 kHz. But these high notes are not necessary for pleasing music. To put this in perspective, consider that most instruments (guitar, violin, harp, drums, horns, etc.) cannot produce notes with fundamental frequencies above 4000 Hz, though instruments do produce harmonics that appear above this frequency [22]. A piano has a range of 27.5 Hz to just over 4186 Hz.

The Fourier transform is a way to map continuous time, nonperiodic data to continuous frequency, nonperiodic data in the frequency-domain. A variation called Fourier Series works with periodic data that is continuous in time, and turns it into a nonperiodic discrete frequency representation. When the data are discrete in time, and nonperiodic, we can use the discrete time Fourier transform (DTFT)
to get a periodic, continuous frequency representation. Finally, when the data are
discrete in time (and we can assume that they are periodic), we use the DFT to get
a discrete frequency, assumed periodic representation.

### 6.1 Fast Fourier Transform Versus the Discrete Fourier Transform

The Fast Fourier Transform (FFT) is a clever algorithm to implement the DFT. As
expected, it gives the same results as the DFT, but it arrives at them much faster
due to the efficiency of the algorithm. The FFT was a major breakthrough, since
it allowed researchers to calculate the Fourier transform in a reasonable amount
of time. Figure 6.4 demonstrates this difference. The bottom curve is a plot of
$N \log_2(N)$, while the other is $N^2$. For example, a late-model Pentium-4 processor
at 2 GHz does on the order of 2 billion calculations per second. An algorithm (such
as the DFT) that performs $N^2$ operations would take about 5 seconds to complete
for 100,000 data samples. For 100,000,000 data samples, this would take *about 2
months* to compute! In contrast, an algorithm (such as the FFT) that performs
$N \log_2(N)$ operations for 100,000,000 data samples would need only 1.33 seconds.

MATLAB provides both *fft* and *ifft* functions. For optimum speed, the FFT
needs the data size to be a power of 2, though software (such as *fft* command in
MATLAB) does not require this. For most applications, zeros can be appended to
the data without negatively affecting the results. In fact, zeros are often appended
to get better looking results. It does not add any information, but it changes the
analysis frequencies used by the FFT/DFT. This technique is called zero-padding.

We saw in Chapter 3, “Filters,” that filters perform convolution. One can use the FFT to compute convolution efficiently. Other uses include analyzing the effect that a filter has on a signal, and designing FIR filters (with the Inverse FFT). Any time that a problem requires the DFT, the FFT can be used instead.

6.2 The Discrete Fourier Transform

This is the Discrete Fourier Transform (DFT)

\[ X[m] = \sum_{n=0}^{N-1} x[n](\cos(2\pi nm/N) - j \sin(2\pi nm/N)) \]

where \( m = 0..N-1 \). We call this the “rectangular form” of the DFT, and there are many variations of this transform. For example, one common way to express it uses the \( e^{-j2\pi nm/N} \) term instead of the sinusoids, which can make analysis by a human easier.

\[ X[m] = \sum_{n=0}^{N-1} x[n]e^{-j2\pi nm/N} \]
Here is a MATLAB function that calculates the DFT. Its purpose is to demonstrate how the DFT can be computed, but it does not have the efficiency of the \texttt{fft} function built in to MATLAB. It returns a complex array, which stores two pieces of information per complex number, corresponding to an \( x \) and \( y \) coordinate. Normally, we would need the magnitudes and phase angles. Just as we can convert from Cartesian coordinates to polar coordinates, we can convert from the complex array information to the magnitude and phase information.

```matlab
function [X] = dft(x)

% Demonstrate DFT

Xsize = length(x);

% do DFT (the hard way)
for m=0:Xsize-1
    mysumm = 0;
    for n=0:Xsize-1
        mysumm = mysumm + x(n+1) * (cos(2*pi*n*m/Xsize) ...
                                - j*sin(2*pi*n*m/Xsize));
    end
    X(m+1) = mysumm;
end
```

All that needs to be returned is the vector of complex numbers, or variable \( X \). The magnitudes and phase angles can be calculated, though this information makes \( X \) redundant. To convert, we can use the \texttt{abs} and \texttt{angle} functions, such as:

```matlab
Xmag = abs(X);
Xphase = angle(X);
```

Also notice that the comments are honest. This is not a very efficient way to obtain the Fourier transform! But it is meant to explain how the DFT can be calculated.

For the DFT, notice how the arguments of the cosine and sine functions are the same, yet the arguments are functions of both \( n \) and \( m \). In effect, this transform spreads the original one-dimensional data over a two-dimensional matrix. Let’s illustrate this with an example. The following code finds the DFT of an example
signal (it uses \texttt{fft}, but \texttt{dft} would also work assuming that the above program is present).

\begin{verbatim}
>> fft([6, 4, 9, 0, 1, 5, 2, 7])
ans =
Columns 1 through 4
34.0000 9.2426 - 1.3431i -4.0000 - 2.0000i 0.7574 +12.6569i
Columns 5 through 8
2.0000 0.7574 -12.6569i -4.0000 + 2.0000i 9.2426 + 1.3431i
\end{verbatim}

Table 6.1 shows a matrix where we calculate the Fourier transform of the example signal. The rows correspond to \( n \) and we see the values from the example signal running down each of the columns \((m)\). Observe how each row has a corresponding signal sample (time-domain data), while the sum of each column results in the DFT of the signal (frequency domain data). If we were to find the sum of magnitudes along each row (i.e., \texttt{sum(abs(Matrix(r,:)))}), we would get the time-domain sample multiplied by the number of points \((N)\). Every \( e^{-j\theta} \) value has a magnitude of 1; these values are complex vectors of unit magnitude. This 2D matrix comes from the expression for the DFT, \( e^{-j\theta} \), where \( \theta = 2\pi nm/N \), and \( N = 8 \) (our sample size). The values of \( 2\pi nm/N \) for a single column run from 0 to \( 2\pi(N-1)/N \). Variable \( m \) also runs from 0 to \((N - 1)\). The inverse DFT, which we will cover soon, essentially multiplies table entries by an \( e^{+j\theta} \) vector, cancelling out the original complex vectors and giving us back the time-domain data.

How to add the values of complex exponentials together may not be obvious. We can always convert these to Cartesian coordinates (of the form \( a + jb \)) first. Table 6.2 shows another way of looking at this data, with the rectangular form of the DFT equation. We can easily verify that the sum of a column equals the DFT results given by MATLAB, since we add the real parts and imaginary parts separately.

Each column results in a single frequency-domain point. That is, for each output \( X[m] \), the frequencies used to find \( X[m] \) are \( 2\pi m(0)/N, 2\pi m(1)/N, \ldots, 2\pi m(N - 1)/N \). The number of frequencies used depends entirely upon how many points we have, which is determined by our sampling frequency. Therefore, the analysis frequencies are given by the following relation:
Table 6.1: Example DFT calculations.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6e⁻ʲ2π0</td>
<td>6e⁻ʲ2π0</td>
<td>6e⁻ʲ2π0</td>
<td>6e⁻ʲ2π0</td>
<td>6e⁻ʲ2π0</td>
<td>6e⁻ʲ2π0</td>
<td>6e⁻ʲ2π0</td>
<td>6e⁻ʲ2π0</td>
</tr>
<tr>
<td>1</td>
<td>4e⁻ʲ2π0</td>
<td>4e⁻ʲ2π0.125</td>
<td>4e⁻ʲ2π0.375</td>
<td>4e⁻ʲ2π0.5</td>
<td>4e⁻ʲ2π0.625</td>
<td>4e⁻ʲ2π0.75</td>
<td>4e⁻ʲ2π0.875</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>9e⁻ʲ2π0</td>
<td>9e⁻ʲ2π0.25</td>
<td>9e⁻ʲ2π0.5</td>
<td>9e⁻ʲ2π0.75</td>
<td>9e⁻ʲ2π1.25</td>
<td>9e⁻ʲ2π1.5</td>
<td>9e⁻ʲ2π1.75</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0e⁻ʲ2π0</td>
<td>0e⁻ʲ2π0.375</td>
<td>0e⁻ʲ2π0.75</td>
<td>0e⁻𝑗2π1.25</td>
<td>0e⁻𝑗2π1.5</td>
<td>0e⁻𝑗2π1.875</td>
<td>0e⁻𝑗2π2.25</td>
<td>0e⁻𝑗2π2.625</td>
</tr>
<tr>
<td>4</td>
<td>1e⁻ʲ2π0</td>
<td>1e⁻𝑗2π0.5</td>
<td>1e⁻𝑗2π1</td>
<td>1e⁻𝑗2π1.5</td>
<td>1e⁻𝑗2π2</td>
<td>1e⁻𝑗2π2.5</td>
<td>1e⁻𝑗2π3</td>
<td>1e⁻𝑗2π3.5</td>
</tr>
<tr>
<td>5</td>
<td>5e⁻𝑗2π0</td>
<td>5e⁻𝑗2π0.25</td>
<td>5e⁻𝑗2π1.25</td>
<td>5e⁻𝑗2π1.875</td>
<td>5e⁻𝑗2π2.5</td>
<td>5e⁻𝑗2π3</td>
<td>5e⁻𝑗2π3.75</td>
<td>5e⁻𝑗2π4.375</td>
</tr>
<tr>
<td>6</td>
<td>2e⁻𝑗2π0</td>
<td>2e⁻𝑗2π0.75</td>
<td>2e⁻𝑗2π1.5</td>
<td>2e⁻𝑗2π2.25</td>
<td>2e⁻𝑗2π2.5</td>
<td>2e⁻𝑗2π3</td>
<td>2e⁻𝑗2π3.75</td>
<td>2e⁻𝑗2π4.5</td>
</tr>
<tr>
<td>7</td>
<td>7e⁻𝑗2π0</td>
<td>7e⁻𝑗2π0.875</td>
<td>7e⁻𝑗2π1.75</td>
<td>7e⁻𝑗2π2.625</td>
<td>7e⁻𝑗2π3</td>
<td>7e⁻𝑗2π4.375</td>
<td>7e⁻𝑗2π5.25</td>
<td>7e⁻𝑗2π6.125</td>
</tr>
<tr>
<td>Σ</td>
<td>34e⁻{j2π0}</td>
<td>9.3e⁻{j2π0.024}</td>
<td>4.5e⁻{j2π0.126}</td>
<td>12.7e⁻{j2π0.24}</td>
<td>2e⁻{j2π0}</td>
<td>12.7e⁻{j2π0.24}</td>
<td>4.5e⁻{j2π0.4}</td>
<td>9.3e⁻{j2π0.024}</td>
</tr>
</tbody>
</table>
**Table 6.2:** Example DFT calculations (rectangular form).

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.0 + 0.0j</td>
<td>6.0 + 0.0j</td>
<td>6.0 + 0.0j</td>
<td>6.0 + 0.0j</td>
<td>6.0 + 0.0j</td>
<td>6.0 + 0.0j</td>
<td>6.0 + 0.0j</td>
<td>6.0 + 0.0j</td>
</tr>
<tr>
<td>1</td>
<td>4.0 + 0.0j</td>
<td>2.8 - 2.8j</td>
<td>0.0 - 4.0j</td>
<td>-2.8 - 2.8j</td>
<td>-4.0 - 0.0j</td>
<td>-2.8 + 2.8j</td>
<td>-0.0 + 4.0j</td>
<td>2.8 + 2.8j</td>
</tr>
<tr>
<td>2</td>
<td>9.0 + 0.0j</td>
<td>0.0 - 9.0j</td>
<td>-9.0 - 0.0j</td>
<td>-0.0 + 9.0j</td>
<td>9.0 + 0.0j</td>
<td>0.0 - 9.0j</td>
<td>-9.0 - 0.0j</td>
<td>-0.0 + 9.0j</td>
</tr>
<tr>
<td>3</td>
<td>0.0 + 0.0j</td>
<td>0.0 + 0.0j</td>
<td>0.0 + 0.0j</td>
<td>0.0 + 0.0j</td>
<td>0.0 + 0.0j</td>
<td>0.0 + 0.0j</td>
<td>0.0 + 0.0j</td>
<td>0.0 + 0.0j</td>
</tr>
<tr>
<td>4</td>
<td>1.0 + 0.0j</td>
<td>-1.0 - 0.0j</td>
<td>1.0 + 0.0j</td>
<td>-1.0 - 0.0j</td>
<td>1.0 + 0.0j</td>
<td>-1.0 - 0.0j</td>
<td>1.0 + 0.0j</td>
<td>-1.0 - 0.0j</td>
</tr>
<tr>
<td>5</td>
<td>5.0 + 0.0j</td>
<td>-3.5 + 3.5j</td>
<td>0.0 - 5.0j</td>
<td>3.5 + 3.5j</td>
<td>-5.0 - 0.0j</td>
<td>3.5 - 3.5j</td>
<td>-0.0 + 5.0j</td>
<td>-3.5 - 3.5j</td>
</tr>
<tr>
<td>6</td>
<td>2.0 + 0.0j</td>
<td>-0.0 + 2.0j</td>
<td>-2.0 - 0.0j</td>
<td>0.0 - 0.0j</td>
<td>2.0 + 0.0j</td>
<td>-0.0 - 2.0j</td>
<td>-2.0 + 0.0j</td>
<td>-0.0 - 2.0j</td>
</tr>
<tr>
<td>7</td>
<td>7.0 + 0.0j</td>
<td>-4.9 + 4.9j</td>
<td>-0.0 + 7.0j</td>
<td>-4.9 + 4.9j</td>
<td>-7.0 - 0.0j</td>
<td>-4.9 - 4.9j</td>
<td>-0.0 - 7.0j</td>
<td>4.9 - 4.9j</td>
</tr>
<tr>
<td>Σ</td>
<td>34.0 + 0.0j</td>
<td>9.2 - 1.3j</td>
<td>-4.0 - 2.0j</td>
<td>0.8 + 12.7j</td>
<td>2.0 - 0.0j</td>
<td>0.8 - 12.7j</td>
<td>-4.0 + 2.0j</td>
<td>9.2 + 1.3j</td>
</tr>
</tbody>
</table>
\[ f_{\text{analysis}}[m] = \frac{m f_{\text{sampling}}}{N} \]

### 6.3 Plotting the Spectrum

To get a spectral plot, we will start out with an example signal. The following code sets up a signal, \( x \).

```matlab
>> % Set up an example signal
>> n = 0:99; % number of points
>> fs = 200; % sampling frequency
>> Ts = 1/fs; % sampling period
>> % x is our example signal
>> x = cos(2*pi*20*n*Ts + pi/4) + ...
    3*cos(2*pi*40*n*Ts - 2*pi/5) + ...
    2*cos(2*pi*60*n*Ts + pi/8);
```

Now we need the frequency information from \( x \), which we can get from the Fourier transform. Also, we will establish the index \( m \).

```matlab
>> X = fft(x);
>> m = 0:length(X)-1;
```

It may be helpful to know the frequency resolution; the following code displays it.

```matlab
>> disp(sprintf('Freq resolution is every %5.2f Hz
,...
    fs/length(X)));
Freq resolution is every 2.00 Hz
```

To see the spectrum, we will show both the frequency magnitude response and a plot of the phase angles.

```matlab
>> % Plot magnitudes
>> subplot(2,1,1);
>> stem(m*fs/length(X),abs(X),'b');
>> ylabel('magnitude');
```
>> xlabel('frequency (Hz)');
>> title('Frequency magnitude response');
>> % Plot phase angles
>> subplot(2,1,2); 
>> stem(m*fs/length(X),angle(X), 'b');
>> ylabel('phase angle');
>> xlabel('frequency (Hz)');
>> title('Phase angle plot');

When we run the previous code, we see the graphs as shown in Figure 6.5, and clearly there is frequency content at 20 Hz, 40 Hz, and 60 Hz, with magnitudes of 50, 150, and 100, corresponding to relative magnitudes of 1, 3, and 2 as in our original signal. We notice a few annoying things about this figure, though. First, since the original signal $x$ is real, the frequency magnitude response has a mirror image, so we only really need the first half of it. For the phases, the pattern is also reflected around the x-axis, so again we only need half of the plot. The phase plot contains a lot of information, actually too much. At frequency 80 Hz, for example, we see that the amplitude approximates zero, while the phase angle is relatively large. (We expect the phase angles to be between $-\pi$ and $+\pi$.)

To solve the first problem, we will simply plot the first half of both the magnitudes and phases. We can set up a variable called $\text{half}_m$ to give us half the range of $m$, and use it in place of $m$. But when we use it, we must be careful to add 1 to it before using it as an array offset, since it starts at 0.

\[
\text{half}_m = 0: \text{ceil}(\text{length}(X)/2);
\text{stem}(\text{half}_m*\text{fs}/\text{length}(X),\text{abs}(X(\text{half}_m+1)), 'b');
\]

For the second problem, we need a little more information.

>> X(2)
ans =

-1.6871e-13 - 2.2465e-15i

>> angle(X(2))
ans =

-3.1283
Figure 6.5: Spectrum for an example signal.
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>> abs(X(2))

ans =

1.6873e-13

The above commands confirm our suspicion that the phase angles are calculated and shown for every $X$ value even when they are close to zero. Fixing this requires the use of a tolerance value. If the magnitude is smaller than the tolerance, then we should assume a zero phase. After all, the magnitudes correspond to how much a sinusoid contributes to our signal. If a sinusoid contributes about zero, then it makes no sense to keep a nonzero phase angle for it.

>> % The next 3 lines allow us to ignore phases
>> % that go with very small magnitudes.
>> tolerance = 0.00001;
>> X2 = ceil(abs(X) - tolerance);
>> X3 = round(X2 ./ (X2+1));
>> % X3 above is a vector of 0s and 1s

The above commands may be a bit confusing, but these lines set up a binary vector. The subtraction operation separates the magnitudes for us; since all magnitudes are positive, any negative values after the subtraction correspond to phases that we should ignore, and the $\text{ceil}$ function will make them zero. Now the problem is to map the nonzero values in $X2$ to 1. Dividing each value of $X2$ by itself (plus 1) will return values that are either 0 or almost 1, while avoiding a divide-by-zero error. The $\text{round}$ function simply takes care of making the “almost 1” values equal to 1. The code results in vector $X3$, consisting of zeros for the phases to ignore, and ones for the phases we want to see. We can then use it in the stem plot below, to zero-out any phases with magnitudes close to zero. The following plot does not use $\text{half}_m$ as above, but we can put all of this together.

```
subplot(2,1,2);
stem(m*fs/length(X),angle(X).*X3, 'b');
```

Now we can put all of this together into a program, to plot the spectrum. When we run this program, we get the graphs shown in Figure 6.6, with the magnitudes and phase angles plotted versus the frequencies.
Figure 6.6: Improved spectrum for an example signal.
This program is shown in its entirety, since its pieces are shown above. To summarize what it does, first it makes an example signal by adding several sinusoids. Next, it finds the Fourier transform, then prints the frequency resolution. After this, it plots the magnitudes. It also plots the phases, but first it zeros-out the phases that have a tiny corresponding magnitude.

```matlab
% spectrum.m
%
% Show the spectrum of an example signal.
%
% Set up an example signal
n = 0:99;  % number of points
fs = 200;  % sampling frequency
Ts = 1/fs; % sampling period
% x is our example signal
x = cos(2*pi*20*n*Ts + pi/4) + ...
    3*cos(2*pi*40*n*Ts - 2*pi/5) + ...
    2*cos(2*pi*60*n*Ts + pi/8);

% Find the spectrum
X = fft(x);
%m = 0:length(X)-1;
half_m = 0:ceil(length(X)/2);

disp(sprintf('Freq resolution is every %5.2f Hz',...
    fs/length(X)));

% Plot magnitudes
subplot(2,1,1);
%stem(m*fs/length(X),abs(X), 'b');
stem(half_m*fs/length(X),abs(X(half_m+1)), 'b');
ylabel('magnitude');
xlabel('frequency (Hz)');
title('Frequency magnitude response');
% Plot phase angles
subplot(2,1,2);
% The next 3 lines allow us to ignore phases
% that go with very small magnitudes.
tolerance = 0.00001;
```
X2 = ceil(abs(X) - tolerance);
X3 = round(X2 ./ (X2+1));

% X3 above is a vector of 0s and 1s
stem(m*fs/length(X),angle(X).*X3, 'b');
stem(half_m*fs/length(X), ...
angle(X(half_m+1)).*X3(half_m+1), 'b');
ylabel('phase angle');
xlabel('frequency (Hz)');
title('Phase angle plot');

\[ F(\omega) = \int_{-\infty}^{\infty} f(t)e^{-j\omega t}dt \]

Suppose \( f(t) \) is a signal that has zero value outside the interval \([a, b]\), and assume \( a < b < c \). We can, therefore, replace the previous equation with the following:

\[ F(\omega) = \int_{a}^{c} f(t)e^{-j\omega t}dt \]
\[ = \int_{a}^{b} f(t)e^{-j\omega t}dt + \int_{b}^{c} f(t)e^{-j\omega t}dt. \]

Since \( f(t) = 0 \) outside the interval \([a, b]\) by definition, the second integral evaluates to 0. We can add 0 to the righthand side of the equation,

\[ F(\omega) = 0 + \int_{a}^{b} f(t)e^{-j\omega t}dt. \]

Therefore, for continuous signals, \( F(\omega) \) is the same whether or not we consider

6.4 Zero Padding

When we zero-pad a signal in the time-domain, we get a smoother-looking frequency resolution. Why does this happen? Actually, the length of the sampled signal determines the frequency resolution, and zero-padding does not add any new information. Though the zero-padded signal results in a more visually appealing frequency-domain representation, it does not add to the resolution of the transform.

Why can we zero-pad our time-domain signal? Part of the explanation has to do with the continuous Fourier transform. For convenience, we use the radian frequency, \( \omega = 2\pi f \). Using \( \omega \) also allows us to use \( f(t) \) for our function’s name, without confusing it with frequency.
$f(t)$ outside of its support. For a discrete signal, the number of points for the frequency-domain signal equals the number of points in the time-domain signal, so adding zeros means that there will be more frequency-domain points. The analysis frequencies, as a result, become finer since they are closer together.

### 6.5 DFT Shifting Theory

There is a DFT shifting theory, stating that sampling a signal will give the same results (in terms of frequency magnitude response), even when the samples are shifted, such as removing the first $k$ samples and appending them to the end of the sample sequence. This is an important theory, since it tells us that there is no critical time to start recording samples. The program below demonstrates this idea. Notice how the `plot` command puts two signals on the graph at the same time, one in blue ('b') and the other in green ('g'). Try other colors like red ('r') and black ('k').

```matlab
% Demonstrate DFT Shifting theory

% parameters to modify
number_of_samples = 16;
shift = 3;   % Must be less than number_of_samples
fs = 2000;  % sampling frequency

% Make our example signal
Ts = 1/fs;
range = 1:number_of_samples;
x(range) = 2*cos(2*pi*400*(range-1)*Ts) ... 
    + cos(2*pi*700*(range-1)*Ts);

% Make y a shifted version of x
y = [x(shift:number_of_samples), x(1:shift-1)];

% Get fft of each signal
X = fft(x);
Y = fft(y);

% Find magnitudes
```

DSP Using MATLAB and Wavelets

\[
x[n] = \frac{1}{N} \sum_{m=0}^{N-1} X[m](\cos(2\pi nm/N) + j\sin(2\pi nm/N))
\]

where \( n = 0..N - 1 \). Notice how similar it is to the DFT, the main differences being the \( 1/N \) term, and the plus sign in front of the complex part. The plus sign is no coincidence, the inverse transform works by using what we call the complex conjugate of the forward transform. A complex conjugate, stated simply, occurs when the complex part has a negated sign. For example, \( 4 - j2 \) and \( 4 + j2 \) are complex conjugates. A superscripted asterisk denotes complex conjugation. If we say \( a = 3 + j7 \) and \( b = 3 - j7 \), then we could also say \( a = b^* \) or \( b = a^* \).

An alternate form of the IDFT follows, using Euler’s formula to replace the sinusoids with exponentials.
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The Fourier Transform

\[ x[n] = \frac{1}{N} \sum_{m=0}^{N-1} X[m] e^{j2\pi nm/N} \]

Below is a MATLAB function that calculates the Inverse Discrete Fourier Transform (IDFT). Like the DFT program above, this program intends only to demonstrate how the IDFT can be calculated. MATLAB has an \texttt{ifft} function that gives the same results, only faster.

```matlab
function [x] = idft(X)
% Find the 1D Inverse DFT of an input signal.
% It returns the IDFT of the signal as a
% vector of complex numbers.
%
% Usage:
%   [x] = idft(X);
%
% This function is NOT very efficient,
```
% but it demonstrates how the IDFT is done.

Xsize = length(X);
% Do reconstruction
for n=0:Xsize-1
    for m=0:Xsize-1
        arra(n+1,m+1) = X(m+1) * (cos(2*pi*m*n/Xsize) + ...
            j*sin(2*pi*m*n/Xsize));
    end
end
for n=0:Xsize-1
    mysumm = 0;
    for m=0:Xsize-1
        mysumm = mysumm + arra(n+1,m+1);
    end
    % Keep only the real part
    x(n+1) = real(mysumm) / Xsize;
    x(n+1) = mysumm / Xsize;
end

Below is shown a MATLAB session that demonstrates the DFT and IDFT functions. First, the signal \textit{mysignal} is given some example values. Next, the “dft” function is called. Notice that the “dft” function will return three values, but here we only use the first.

After the DFT values are stored in variable \textit{M}, the inverse discrete Fourier transform is computed, and stored in \textit{mysignal}. This signal should have the same information as \textit{mysignal}, and this is shown to be true. The \texttt{round} function gets rid of the part beyond the decimal point, and the \texttt{real} function ignores the imaginary part (which is zero).

To get started, select "MATLAB Help" from the Help menu.

```matlab
>> mysignal = [ 7 4 3 9 0 1 5 2 ];
>> M = dft(mysignal)

M =

Columns 1 through 6
```
31.0000  
4.1716 - 5.0711i  
-1.0000 + 6.0000i  
9.8284 - 9.0711i  
-1.0000 - 0.0000i  
9.8284 + 9.0711i  

Columns 7 through 8

-1.0000 - 6.0000i  
4.1716 + 5.0711i

>> mysignal_2 = idft(M)

mysignal_2 =

Columns 1 through 6

7.0000 + 0.0000i  
4.0000 + 0.0000i  
3.0000 - 0.0000i  
9.0000 - 0.0000i  
0.0000 - 0.0000i  
1.0000 + 0.0000i

Columns 7 through 8

5.0000 + 0.0000i  
2.0000 + 0.0000i

>> real(round(mysignal_2))

ans =

7 4 3 9 0 1 5 2

>> mysignal

mysignal =

7 4 3 9 0 1 5 2

6.7 Forward and Inverse DFT

This section shows that when we take a signal, perform the DFT on it, and then perform the IDFT on the result, we will end up with the same values that we started with. We will begin by remembering the formulas.
Discrete Fourier Transform (DFT):

\[ X[m] = \sum_{n=0}^{N-1} x[n]e^{-j2\pi nm/N} \]

where \( m = 0..N - 1 \).

Inverse Discrete Fourier Transform (IDFT):

\[ x[n] = \frac{1}{N} \sum_{m=0}^{N-1} X[m]e^{j2\pi nm/N} \]

where \( n = 0..N - 1 \).

Let’s start with an example signal, \( x = \{x_0, x_1, x_2, x_3\} \). We can find the DFT of \( x \) using the general formulas above, and since we know that \( N = 4 \), we can replace it in the formula.

\[ X[m] = x_0e^{-j2\pi 0m/4} + x_1e^{-j2\pi 1m/4} + x_2e^{-j2\pi 2m/4} + x_3e^{-j2\pi 3m/4} \]

We can then find the inverse transform...

\[ x[n] = \frac{1}{4} \sum_{m=0}^{3} X[m]e^{j2\pi nm/4} \]

...and replace the \( X[m] \) terms with their equivalents.

\[ x[n] = \frac{1}{4}((x_0e^{-j2\pi 0\times0/4} + x_1e^{-j2\pi 1\times0/4} + x_2e^{-j2\pi 2\times0/4} + x_3e^{-j2\pi 3\times0/4})e^{j2\pi 0n/4} + \]

\[ (x_0e^{-j2\pi 0\times1/4} + x_1e^{-j2\pi 1\times1/4} + x_2e^{-j2\pi 2\times1/4} + x_3e^{-j2\pi 3\times1/4})e^{j2\pi 1n/4} + \]

\[ (x_0e^{-j2\pi 0\times2/4} + x_1e^{-j2\pi 1\times2/4} + x_2e^{-j2\pi 2\times2/4} + x_3e^{-j2\pi 3\times2/4})e^{j2\pi 2n/4} + \]

\[ (x_0e^{-j2\pi 0\times3/4} + x_1e^{-j2\pi 1\times3/4} + x_2e^{-j2\pi 2\times3/4} + x_3e^{-j2\pi 3\times3/4})e^{j2\pi 3n/4}) \]
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Combining the exponents:

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi n0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

Multiplying out the terms:

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

Simplifying:

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]

\[ x[n] = \frac{1}{4} \left( (x_0 e^{-j2\pi 0/4} + x_1 e^{-j2\pi 1/4}) + x_2 e^{-j2\pi 2/4} + x_3 e^{-j2\pi 3/4} \right) +
\]
Simplifying even more ($e^{j0} = 1$):

$$x[n] = \frac{1}{4}((x_0 + x_1 + x_2 + x_3) +$$

$$(x_0 e^{j2\pi(n)/4} + x_1 e^{j2\pi(n-1)/4} + x_2 e^{j2\pi(n-2)/4} + x_3 e^{j2\pi(n-3)/4}) +$$

$$(x_0 e^{j4\pi(n)/4} + x_1 e^{j4\pi(n-2)/4} + x_2 e^{j4\pi(n-4)/4} + x_3 e^{j4\pi(n-6)/4}) +$$

$$(x_0 e^{j6\pi(n)/4} + x_1 e^{j6\pi(n-3)/4} + x_2 e^{j6\pi(n-6)/4} + x_3 e^{j6\pi(n-9)/4})).$$

Let's see what we get when $n = 1$:

$$x[1] = \frac{1}{4}((x_0 + x_1 + x_2 + x_3) +$$

$$(x_0 e^{j2\pi(1)/4} + x_1 e^{j2\pi(0)/4} + x_2 e^{j2\pi(-1)/4} + x_3 e^{j2\pi(-2)/4}) +$$

$$(x_0 e^{j4\pi(2)/4} + x_1 e^{j4\pi(0)/4} + x_2 e^{j4\pi(-2)/4} + x_3 e^{j4\pi(-4)/4}) +$$

$$(x_0 e^{j6\pi(3)/4} + x_1 e^{j6\pi(0)/4} + x_2 e^{j6\pi(-3)/4} + x_3 e^{j6\pi(-6)/4})).$$

Remember that these exponential values, such as $2\pi(-6)/4$, correspond to angles, and any angle greater than $2\pi$ can have an integer multiple of $2\pi$ removed from it. For example, $e^{j2\pi(-6)/4} = e^{-j12\pi/4} = e^{-j3\pi} = e^{-j(2\pi+\pi)} = e^{-j\pi}$.

$$x[1] = \frac{1}{4}((x_0 + x_1 + x_2 + x_3) +$$

$$(x_0 e^{j\pi/2} + x_1 + x_2 e^{-j\pi/2} + x_3 e^{-j\pi}) +$$

$$(x_0 e^{j\pi} + x_1 + x_2 e^{-j\pi} + x_3 e^{-j2\pi}) +$$

$$(x_0 e^{j3\pi/2} + x_1 + x_2 e^{-j3\pi/2} + x_3 e^{-j3\pi}))$$

Next, we will replace the exponentials with sinusoids, using Euler's formula.

$$x[1] = \frac{1}{4}((x_0 + x_1 + x_2 + x_3) +$$

$$(x_0(\cos(\pi/2) + j \sin(\pi/2)) + x_1 + x_2(\cos(\pi/2) - j \sin(\pi/2)) + x_3(\cos(\pi) - j \sin(\pi))) +$$

$$(x_0(\cos(\pi) + j \sin(\pi)) + x_1 + x_2(\cos(\pi) - j \sin(\pi)) + x_3(\cos(2\pi) - j \sin(2\pi))) +$$

$$(x_0(\cos(3\pi/2) + j \sin(3\pi/2)) + x_1 + x_2(\cos(3\pi/2) - j \sin(3\pi/2)) + x_3(\cos(\pi) - j \sin(\pi))))$$

Now, we can calculate the sinusoids (Table 6.3), and plug in the values.
Table 6.3: Sinusoids that simplify things for us.

\[
\begin{align*}
\cos(\pi/2) &= 0, & \sin(\pi/2) &= 1 \\
\cos(\pi) &= -1, & \sin(\pi) &= 0 \\
\cos(2\pi) &= 1, & \sin(2\pi) &= 0 \\
\cos(3\pi/2) &= 0, & \sin(3\pi/2) &= -1
\end{align*}
\]

\[
x[1] = \frac{1}{4}((x_0 + x_1 + x_2 + x_3) + \\
(x_0(j) + x_1 + x_2(-j) + x_3(-1 - j0)) + \\
(x_0(-1 + j0) + x_1 + x_2(-1 - j0) + x_3(1 - j0)) + \\
(x_0(j(-1)) + x_1 + x_2(-j(-1)) + x_3(-1 - j0)))
\]

Simplifying:

\[
x[1] = \frac{1}{4}((x_0 + x_1 + x_2 + x_3) + \\
(x_0(j) + x_1 + x_2(-j) + x_3(-1)) + \\
(x_0(-1) + x_1 + x_2(-1) + x_3(1)) + \\
(x_0(-j) + x_1 + x_2(j) + x_3(-1))).
\]

Grouping terms:

\[
x[1] = \frac{1}{4}(x_0(1 + j - 1 - j) + x_1(1 + 1 + 1 + 1) + x_2(1 - j - 1 + j) + x_3(1 - 1 + 1 - 1))
\]

\[
x[1] = \frac{1}{4}(x_0(0) + x_1(4) + x_2(0) + x_3(0))
\]

\[
x[1] = x_1.
\]

Thus, the inverse transform gives us back the data that we had before the forward transform. The \(\frac{1}{N}\) term appears in the inverse transform to scale the outputs back to the original magnitude of the inputs. We only show this for one of the original values, but the interested reader should be able to verify that this works for all four of the original values.
6.8 Leakage

The DFT does not have infinite resolution. A consequence of this is that sometimes frequencies that are present in a signal are not sharply defined in the DFT, and the frequency’s magnitude response appears to be spread out over several analysis frequencies. This is called DFT leakage. The following code demonstrates this. In the code below, we simulate two sampled signals: \( x_1 \) and \( x_2 \). If you look closely, you will see that the equations defining these two signals are the same. What we change are the parameters; the sampling frequencies \( (f_{s1} \text{ and } f_{s2}) \), which alter the sampling periods \( (T_{s1} \text{ and } T_{s2}) \), and the number of samples to read (given by the lengths of \( n_1 \text{ and } n_2 \)).

\[
\begin{align*}
fs1 &= 1000; & \quad & fs2 = 1013; \\
Ts1 &= 1/fs1; & \quad & Ts2 = 1/fs2; \\
n1 &= 0:99; & \quad & n2 = 0:98; \\
\end{align*}
\]

\[
x1 = 3 \cos(2 \pi 200 n1 T_{s1} - 7 \pi/8) + 2 \cos(2 \pi 300 n1 T_{s1}) \ldots \\
&\quad + \cos(2 \pi 400 n1 T_{s1} + \pi/4); \\
x2 = 3 \cos(2 \pi 200 n2 T_{s2} - 7 \pi/8) + 2 \cos(2 \pi 300 n2 T_{s2}) \ldots \\
&\quad + \cos(2 \pi 400 n2 T_{s2} + \pi/4); \\
\end{align*}
\]

\[
\begin{align*}
mag1 &= \text{abs(fft(x1))}; \\
mag2 &= \text{abs(fft(x2))}; \\
\end{align*}
\]

The results are shown in the following graphs. When we take 100 samples of signal \( x \) at 1000 samples per second, we get the spectral plot shown in Figure 6.8.

\[
x(t) = 3 \cos(2\pi 200t - 7\pi/8) + \cos(2\pi 300t) + 2 \cos(2\pi 400t + \pi/4)
\]

It shows what happens when the analysis frequencies happen to match up nicely with the frequencies present in the signal. The second figure represents the same signal, only with the number of samples \( N \), and the sampling frequency \( f_s \) changed to 99 samples at 1013 samples per second, Figure 6.9. Since

\[
f_{\text{analysis}}[m] = m f_s/N,
\]

changing either (or both) of these parameters affects the analysis frequencies used in the DFT. For the second figure, the analysis frequencies do not match up with the frequencies of the signal, so we see the spectral content spread across ALL frequencies. The signal has not changed, but our view of the frequency information
has. A trained individual would interpret the second figure as if it were the first figure, however.

\[
\text{Figure 6.8: Frequency content appears at exact analysis frequencies.}
\]

\[
\text{Figure 6.9: Frequency content appears spread out over analysis frequencies.}
\]

A **window** is a way of modifying the input signal so that there are no sudden jumps (discontinuities) in it. Even if you do not use a window function, when you sample a signal, you impose a rectangular window function on it [11]. In other words, the input is considered 0 for all values before you start sampling and all values after you stop. The sudden jumps (discontinuities) show up in the frequency response as the sinc function. Leakage occurs when the analysis frequencies do not
land on the actual frequencies present. This means that the actual information “leaks” into other DFT output bins; it shows up as other frequencies. Windowing reduces the sidelobes of the sinc function (of the Continuous Fourier Transform, or CFT for short), which in turn decreases the effect of leakage, since the DFT is a sampled version of the continuous Fourier transform [11].

In other words, looking at the CFT of a signal component (i.e., a single sinusoid), we see the sinc function. Looking at the CFT of a windowed version of the same signal, we see a sinc function with lower sidelobe levels (though a wider main lobe). If we sample the CFT, we might be lucky and sample it right at the point between sidelobes, so we have many zeros and a single spike. Realistically, our samples will land where we have one or two spikes, and several nonzero values, due to the sidelobes. The lower these sidelobes, the better our DFT indicates the frequencies that are actually present.

6.9 Harmonics and Fourier Transform

Harmonics and the Fourier transform are closely linked. Harmonics refers to the use of sinusoids related by a fundamental frequency \( f_0 \), that is, adding sinusoids of frequencies \( f_0, 2f_0, 3f_0, \text{etc.} \)

The following program demonstrates harmonics. Its objective is to approximate a triangle wave with a sum of sinusoids. When we run it, we see that the approximation gets better and better as more sinusoids are added. We use a fundamental frequency of 1 Hz. After creating signal \( x \) as a triangle wave, the program finds the DFT of it using the \texttt{fft} command in MATLAB. Next, it finds the magnitudes and phases for all of the sinusoids corresponding to the DFT results. Finally, the program shows the sum of the sinusoids, pausing briefly between iterations of the loop to show the progress. Essentially, this performs the inverse DFT. Figure 6.10 shows what the progress looks like about one-sixth of the way through (the solid line is the original signal, and the sum of sinusoids is shown as a dash-dot line). Running the program to completion shows that the final approximation appears directly over top of the original signal.

```matlab
%% Show how the DFT function can represent a triangle wave

%% first, make a triangle wave
for i=1:20
    x(i) = i;
```
Figure 6.10: Approximating a triangle wave with sinusoids.

end
k=20;
for i=21:40
    k=k-1;
    x(i) = k;
end
for i=41:60
    x(i) = i-40;
end
k=20;
for i=61:80
    k=k-1;
    x(i) = k;
end
% OK, now we have the triangle wave as signal x

% Find the DFT of it, and scale the result.
% In other words, represent signal x as a sum of sinusoids
[y] = fft(x);
% Scale the result, so that it is the same size as original
y = y / length(x);
% Convert to polar coordinates (magnitudes and phases)
mag = abs(y);
phi = angle(y);
% Now, reconstruct it.
% This shows what the "sum of sinusoids" version looks like
% t=0:(1/length(mag)):1;
f = 1; % Our fundamental frequency is 1, since time t=n*m/N
a = 0;
% Show it, adding another sinusoid each time
for k=0:length(mag)-1
    a=a+mag(k+1)*(cos(2*pi*f*k*t+phi(k+1)) ...
                  + j*sin(2*pi*f*k*t+phi(k+1)));
    plot(1:length(x), x, 'r', 1:length(a), real(a), 'b-.'),
    pause(0.1);
end

The first thing this program does is create a signal to work with; a triangle wave. Below, we show how the program works with a square wave. Note the final for loop, enclosing plot and pause commands. We could use the “plot harmonic” function instead, but this program shows the reconstruction of the original signal as a step-by-step process.

Try the above program again, replacing the triangle wave above (program lines 5–22) with the following signals. It is a good idea to type clear all between them.

% Make a saw-tooth wave
for i=1:40
    x(i) = i;
end
for i=41:80
    x(i) = i-40;
end
% Now we have the saw-tooth wave as signal x

The progress of the approximation (one-sixth of the way) appears in Figure 6.11. This figure also shows the result when all terms are used. Notice that the biggest difference between the original and the approximation is the final point. The sinusoid approximation anticipates that the pattern will repeat.

% Make a square wave
for i=1:20
    x(i) = 0;
end
for i=21:40
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Figure 6.11: Approximating a saw-tooth wave with sinusoids.

\[
x(i) = 1; \\
\text{end} \\
\text{for } i=41:60 \\
\quad x(i) = 0; \\
\text{end} \\
\text{for } i=61:80 \\
\quad x(i) = 1; \\
\text{end} \\
\text{% Now we have the square wave as signal } x
\]

Figure 6.12 shows the approximation of the previous square wave for one-sixth of sinusoids as well as all sinusoids.

\[
\text{% Make a combination saw-tooth square wave} \\
\text{for } i=1:40 \\
\quad x(i) = i; \\
\text{end} \\
\text{for } i=41:80 \\
\quad x(i) = 40; \%i-40; \\
\text{end} \\
\text{% repeat} \\
\text{for } i=81:120 \\
\quad x(i) = i-80; \\
\text{end} \\
\text{for } i=121:160
\]
Figure 6.12: Approximating a square wave with sinusoids.

```
x(i) = 40; %40;
end
```

Figure 6.13 shows the approximation of a combined sawtooth-square wave for use of one-sixth of the terms as well as all terms.

```
x(i) = 40; %40;
end
```

Figure 6.13: Approximating a saw-tooth square wave with sinusoids.

The DFT versions of the signals are good, but they are not perfect. Discontinuities in signals, such as the quick rise and quick fall of the square wave, are difficult to represent in the frequency-domain. The simple impulse function demonstrates this. It is very easy to represent in the time-domain:
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\[ x(t) = 1, \quad t = 0 \]

\[ x(t) = 0, \quad \text{otherwise.} \]

But to represent this in the frequency-domain, we need an infinite number of sinusoids.

Looking at this problem the other way, consider a simple sinusoid. In the frequency-domain, it is easily represented as a spike of half-amplitude at the positive and negative frequencies (recall the inverse Euler’s formula). For all other frequencies, it is zero. If we want to represent this same signal in time, we have amplitude \( \times \cos(2\pi ft + \phi) \), which gives us a function value for any value of time. Recording this signal’s value for every value of time would require writing down an infinite number of terms.

This leads us to the observation that what is well-defined in the time-domain is poorly represented in the frequency-domain. Also, what is easy to represent in the frequency domain is difficult to represent in the time-domain. In effect, this is Werner Heisenberg’s uncertainty principle [23].

6.10 Sampling Frequency and the Spectrum

As we saw with the DFT, when we sample a real signal at a rate of \( f_s \) samples/second, the frequency magnitude plot from \( f_s/2 \) to \( f_s \) looks like a mirror image of 0 to \( f_s/2 \).

A real signal is made up of components such as \( \cos(\theta) \), or can be put in this form. If it were a complex signal, there would be a \( j\sin(\theta) \) component, or something that can be put in that form (such as a \( j\cos(\theta) \) component). Since \( \cos(\theta) = \frac{e^{j\theta}}{2} + \frac{e^{-j\theta}}{2} \), a real signal always has a positive and negative frequency component on the spectrum plot.

Given \( \cos(\theta) = \frac{e^{j\theta}}{2} + \frac{e^{-j\theta}}{2} \), and given Euler’s law:

\[ e^{j\theta} = \cos(\theta) + j\sin(\theta) \]

\[ e^{j\theta} = \frac{e^{j\theta}}{2} + \frac{e^{-j\theta}}{2} + j\sin(\theta) \]

\[ \frac{e^{j\theta}}{2} = \frac{e^{-j\theta}}{2} + j\sin(\theta) \]
This means that a complex signal has two frequency components as well. Of course, if we had a signal such as \( \cos(\theta) + j\sin(\phi) \), we would have:

\[
\cos(\theta) + j\sin(\phi) = \frac{e^{j\theta}}{2} + \frac{e^{-j\theta}}{2} + \frac{e^{j\phi}}{2} - \frac{e^{-j\phi}}{2}.
\]

If \( \theta \) equals \( \phi \), then

\[
\cos(\theta) + j\sin(\theta) = e^{j\theta}.
\]

For this reason, we concern ourselves with only the first half of the frequency response. When it looks like Figure 6.14, we say it is a lowpass filter. This means that any low-frequency (slowly changing) components will remain after the signal is operated on by the system. High-frequency components will be attenuated, or "filtered out." When it looks like Figure 6.15, we say it is a highpass filter. This means that any high-frequency (quickly changing) components will remain after the signal is operated on by the system.

**Figure 6.14:** Frequency response of a lowpass filter.

The frequency response can be found by performing the DFT on a system’s output when the impulse function is given as the input. This is also called the “impulse response” of the system. To get a smoother view of the frequency response, the impulse function can be padded with zeros.

**Figure 6.15:** Frequency response of a highpass filter.

The more samples that are in the input function to the DFT, the better the resolution of the output will be.
Exercise:

\[ w[n] = x[n] + x[n - 1] \]
\[ y[n] = x[n] - x[n - 1] \]

Find and plot the frequency response for \( w \) and \( y \).

First, assume \( x \) is a unit impulse function, and find \( w[n] \) and \( y[n] \). Pad these signals, say up to 128 values, so that the result will appear smooth. Next, find the DFT (or FFT) of \( w \) and \( y \), and plot the magnitudes of the result. The plots should go to only half of the magnitudes, since the other half will be a mirror image.

6.11 Summary

This chapter covers the Fourier transform, inverse Fourier transform, and related topics. The Fourier transform gives frequency (spectral) content of a signal. Given any series of samples, we can create a sum of sinusoids that approximate it, if not represent it exactly.

6.12 Review Questions

1. Suppose we were to sample a signal at \( f_s = 5000 \) samples per second, and we were to take 250 samples. After performing the DFT, we find that the first 10 results are as follows. What does this say about the frequencies that are present in our input signal? (Assume that the other values for \( X[m] \) up to \( m = 125 \) are 0.)

\[ X[m] = 10, 0, 0, 2 + j4, 0, 1, 0, 0, 2 - j4 \]

2. An input sequence, \( x[n] \), has the Fourier transform performed on it. The result is:

\[ X[m] = \{3, 2+j4, 1, 5-j3, 0, 0, 5+j3, 1, 2-j4\} \]

   a. Find (and plot) the magnitudes and phase angles.

   b. You should notice some symmetry in your answer for the first part. What
kind of symmetry do you expect (for the magnitudes), and why?

3. An input sequence, \( x[n] \), has the Fourier transform performed on it. The result is:
\[
X[m] = \{3, 2+j4, 1, 5-j3, 0, 0, 5+j3, 1, 2-j4\}
\]
Given that \( x[n] \) was sampled at \( f_s = 100 \) samples per second,

a. What is the DC component for this signal?
b. What frequencies are present in the input? Rank them in order according to amplitude.
c. Using MATLAB, find \( x[n] \).

4. Given \( x_2 = [0.4786, -1.0821, -0.5214, -0.5826, -0.2286, 1.3321, 0.7714, 0.8321] \);
find (using MATLAB) the FFT values \( X_{\text{magnitude}}[m] \) and \( X_{\text{phase}}[m] \) for \( m = 0..7 \). Show all of your work. Also, graph your results.

5. Try a 5-tap FIR filter using the following random data. Note that this command will return different values every time.

\[
x = \text{round}(\text{rand}(1, 20)*100)
\]

Use \( h_1[k] = \{0.5, 0.5, 0.5, 0.5, 0.5\} \), and compare it to \( h_2[k] = \{0.1, 0.3, 0.5, 0.3, 0.1\} \), and \( h_3[k] = \{0.9, 0.7, 0.5, 0.7, 0.9\} \). Graph the filter’s output, and its frequency magnitude response. Be sure to use the same \( x \) values. Make one graph with the filters’ outputs, and another graph with the frequency responses. Judging each set of filter coefficients as a lowpass filter, which is best? Which is worst? Why?

6. Try an 8-tap FIR filter using the following random data. Note that this command will return different values every time.

\[
x = \text{round}(\text{rand}(1, 20)*100)
\]

Use \( h_1[k] = \{0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5\} \), and compare it to \( h_2[k] = \{0.1, 0.2, 0.3, 0.5, 0.5, 0.3, 0.2, 0.1\} \), and \( h_3[k] = \{0.9, 0.7, 0.6, 0.5, 0.5, 0.6, 0.7, 0.1\} \). Graph the filter’s output and its frequency magnitude response. Be sure to use the same \( x \) values. Make one graph with the filters’ outputs, and another graph with the frequency responses. Judging each set of filter coefficients as a lowpass filter, which is best? Which is worst? Why?
7. What is $3e^{-j2\pi0.2}$ in complex Cartesian coordinates? (That is, in the form $a + jb$.) Hint: use Euler’s formula.

8. What is $1.7 - j3.2$ in complex polar coordinates? (That is, in the form $re^{j\phi}$.) Hint: use the magnitude and angle calculations from Chapter 1, “Introduction.”
Chapter 7

The Number $e$

Euler’s formula: so far we have used it like a transform to go from $e^{j\omega}$ to $\cos(\omega) + j\sin(\omega)$, or back. But why can we do this? Where does $e$ come from? What does $j$ really mean? These questions and more will be answered in this chapter. Along the way, we have a few important concepts about DSP, including how a complex number can be thought of as a vector on the complex plane (instead of a real number on the real number line), how such a vector can rotate, how we can go between alternate representations of the same information (such as polar coordinates versus Cartesian ones), and how some representations are more suitable for mathematical manipulations than others.

7.1 Reviewing Complex Numbers

Instead of using the Cartesian coordinate system to map a variable and a function, we can represent a complex number as a point on this plane. Here we have the x-axis represent the “real” part of a complex number, and the y-axis represent the “imaginary” part of it. Of course, we can also think of this same information in terms of polar coordinates; that is, we can represent it as a point $(x,y)$, or as a vector $r\angle\theta$ (length and angle), Figure 7.1.

The x-position of the vector is given by the function $x = r \cos(\theta)$, where $r$ is the radius (or length of the vector), and $\theta$ is the angle between the vector and the x-axis. The y-coordinate of the vector follows as $y = r \sin(\theta)$. These functions come from geometry, as Figure 7.2 shows. A 2D vector, with a vertical line segment $y$ units high, makes a right triangle with the x-axis.

Using the notation $j$, we can write the position of the vector as $r \cos(\theta) +$
Figure 7.1: A complex number can be shown as a point or a 2D vector.

Figure 7.2: A vector forms a right triangle with the x-axis.
$jr \sin(\theta)$. Recall Euler’s formula,
\[
e^{j\theta} = \cos(\theta) + j\sin(\theta)
\]
or, multiplying by a constant,
\[
r \cos(\theta) + j r \sin(\theta) = r e^{j\theta}
\]
so we can substitute $r e^{j\theta}$ to represent this vector (also called a phasor).

Imagine that a 2D vector starts on the x-axis, and rotates counterclockwise around the origin (see Figure 7.3). As it rotates, the length of the vector stays the same, but the angle that it makes with the positive x-axis always increases. Eventually, the vector will have traveled completely around and momentarily line up with the positive x-axis again, before repeating its journey around the origin. This is much like the movement of the secondhand around the face of a watch, except in the opposite direction. This rotating vector is also called a rotating phasor. On the Cartesian coordinate system, we can model a rotating vector in terms of sine and cosine functions. As in Figure 7.2, the x-position of the vector is given by the function $x = r \cos(\theta)$, with the value of $\theta$ always increasing with time. The y-coordinate of the vector follows as $y = r \sin(\theta)$.

![Figure 7.3: A rotating vector.](image)

A simple sinusoid has the form $a \times \cos(2\pi ft + \phi)$. Using Euler’s formula, this can be represented as $\text{Real}\{a \times e^{j(2\pi ft + \phi)}\}$. This form is interesting, because it makes some operations easier. For example, it can be rewritten as $\text{Real}\{a \times e^{j\phi} e^{j2\pi ft}\}$. This means that you can think of it as the real part of the result of the phasor $a \times e^{j\phi}$, multiplied by the rotating phasor $e^{j2\pi ft}$ of unit length.

A better way to represent this is with Euler’s inverse formula.

\[
a \times \cos(2\pi ft + \phi) = \frac{a}{2} e^{j(2\pi ft + \phi)} + \frac{a}{2} e^{-j(2\pi ft + \phi)}
\]
Here we have a real cosine breaking down into two complex, rotating vectors. As we will soon see, the complex parts cancel each other out. Again, the vector notation helps us mathematically manipulate these signals.

A few other concepts from math that are good to remember are as follows:

\[ e^{a+b} = e^a e^b \]
\[ e^{a-b} = e^a e^{-b}. \]

If \( e^a = e^b \), then \( a = b \).

Next, let’s review some properties of \( j \).

### 7.2 Some Interesting Properties of \( j \)

Angular notation represents complex numbers (or polar numbers), such as:

\[ \sqrt{-1} = 1 \angle 90^\circ. \]

Note that we would get these same numbers if we found the magnitude and angle of the Cartesian vector \( 0 + 1j \). Angular notation allows us to specify a vector on the complex plane. Multiplying by \( j \), or by \(-j\), can be interpreted as a rotation of such a vector on the complex plane. This section demonstrates that property.

#### 7.2.1 Rotating Counterclockwise

Multiplying by \( j \) can be thought of as a counterclockwise rotation of 90 degrees [24]. If we start with a real number, say 1, and multiply it by \( j \), we end up with \( j \).

\[ j = \sqrt{-1} \]

Next, we could multiply this by \( j \) again:

\[ j^2 = -1. \]

And again:

\[ j^3 = -\sqrt{-1}. \]

And again:

\[ j^4 = 1. \]

So we end up with the same number that we started with. If we plotted this on the complex plane, we would see that every multiplication by \( j \) is equivalent to rotating
7.2.2 Rotating Clockwise

We can also find an equivalent version of \( j^{-1} \) with the following:

\[
j^2 = -1.
\]

Dividing through by \( j \):

\[
j = \frac{-1}{j}.
\]

Switching sides and multiplying through by \(-1\):

\[
\frac{1}{j} = -j
\]

\[
j^{-1} = -j.
\]

In fact, multiplying by \( j^{-1} \), or \(-j\), is like rotation in the clockwise direction. We can show this holds for the general case with the complex number \( a + jb \).

\[
(a + jb) \times (-j) = -aj - j^2b = b - ja
\]

\[
(b - ja) \times (-j) = j^2a - jb = -a - jb
\]

\[
(-a - jb) \times (-j) = j^2b + ja = -b + ja
\]

\[
(-b + ja) \times (-j) = bj - j^2a = a + jb
\]

If we plotted the sequence above, assuming that \( a \) and \( b \) are both positive, we would see the vector made from the origin to the point on the complex plane rotate in the clockwise direction. Figure 7.4 shows this. We can clearly see that the point \( a + jb \) rotates around the origin, at \(-\pi/2\) increments. The numbers next to the points show the sequence; if we were to multiply the point by \( j \), we would see the order reversed.
Figure 7.4: A vector rotates clockwise by $-\pi/2$ when multiplied by $-j$.

7.2.3 Removing $j$ from $\sqrt{-a}$

Just as the quadratic formula uses the $\pm$ signs to indicate two possibilities for roots, we must use care when removing $j$ from under the radical. Assume $a$ is some positive real value. When dealing with $\sqrt{-a}$, we might be tempted to rewrite this as $j\sqrt{a}$. And we might be correct, but there is a second possibility to consider: $-j\sqrt{a}$ would also work. That is, $(\pm j\sqrt{a})^2 = -a$, therefore

$$\sqrt{-a} = \pm j\sqrt{a}.$$ 

7.3 Where Does $e$ Come from?

Where does $e$ come from? First, $e$ is an irregular number, $e = 2.71828...$. It comes from the idea of interest [25]. Suppose you lend two people the same amount of money, at a fixed interest rate. If the first person pays you back the loan and interest within two weeks, while the second person waits one month before repaying, you might think that the second person should pay additional interest. After all, if you had the money back earlier, perhaps you could have lent the money to another person, at the same interest rate. So the next time you lend someone money, you could tell him that you expect the repayment within a month, but that you will compute the interest every day. Every time you calculate the amount to be repaid, the interest applies not only to the amount of the original loan, but also to the interest that the money had “earned” by that point. Thus, compound interest is born.

Simple interest, in contrast, works as follows. Suppose we lend $1000$, with a specified maturity date. When that date comes, the borrower will pay us back $1000$
plus interest. If the borrower decides not to pay back, we wait another time interval
with the understanding that the borrower will pay us back $1000 plus $2 \times interest.
If this pattern continues, eventually the borrower will owe us double the original
amount, i.e., $2000. But the interest rate never changes. It costs the borrower just
as much to delay paying us the $2000 as it does the original $1000. That is, at an
interest rate of 5%, the borrower would owe a total of $1000 + $50 in interest after
the first time period. But after 20 time periods, the borrower would owe $1000 +
$950 in interest up to this point, plus $50 interest for the 20th time period. Shouldn’t
we charge him more for tying up so much of our money?
   A better agreement (for us, the lender) would be to charge interest not only on
the original amount borrowed, but on the balance of money owed to that point,
leading us to compound interest. With the example of $1000 at 5% interest, the
borrower would owe $1000 + $1000 \times 0.05 = $1050 for the first time period, but then
$1050 + $1050 \times 0.05 = $1102.50 for the second time period. The amount owed at the
end of a time period is \((amount owed at the end of the last time period) \times (1 + interest
rate)\). Carrying this to an extreme, where the time between interest calculations gets
arbitrarily small, we arrive at the following equation, where \(x\) is the interest \((x = 1
means that we double our money)\), and \(n\) is the number of iterations. For example,
with \(x = 1\) we expect to get 100% simple interest in the time allotted. For complex
interest, we break down the time to repay into \(n\) segments, meaning we reevaluate
how much the borrower owes \(n\) times within the time allotted. With \(x = 1\) and
\(n = 10\), the borrower repays $200 for simple interest and $259.37 for compound
interest.

\[
e^x = \lim_{n \to \infty} \left(1 + \frac{x}{n}\right)^n
\]

— OR —

\[
e^x = (1 + \frac{1}{n})^{nx}, \text{ as } n \to \infty
\]

The program below demonstrates how \(e\) comes from compound interest. Suppose
we lend $1000 at an interest rate of 100%, doubling our money with simple interest.
With compound interest, we choose how often to calculate the interest, and the more
often we do this, the closer to \(e \times interest\) we get. Table 7.1 was generated using
the program below. As we can see from the table, as \(n\) gets larger, the amount to repay
gets closer to $1000 \times e$ (the value of \(e \approx 2.71828\)). Note that \(n\) getting larger does
not mean that we lend the money for a longer period, only that there is a smaller
time between recalculating interest.

The point is that as \((1/n)\) approaches 0, the value of the compounded money
will be \(e \times principal\), instead of \(2 \times principal\). See Figure 7.5 for a graph of simple
Figure 7.5: Simple versus compounded interest.

Table 7.1: Compound interest on $1000 approximates $1000 \times e.$

<table>
<thead>
<tr>
<th>n</th>
<th>Amount to repay</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2593.74</td>
</tr>
<tr>
<td>100</td>
<td>2704.81</td>
</tr>
<tr>
<td>1000</td>
<td>2716.92</td>
</tr>
<tr>
<td>10,000</td>
<td>2718.15</td>
</tr>
<tr>
<td>100,000</td>
<td>2718.27</td>
</tr>
<tr>
<td>250,000</td>
<td>2718.28</td>
</tr>
<tr>
<td>500,000</td>
<td>2718.28</td>
</tr>
</tbody>
</table>
interest (solid line) versus compound interest (the dash-dot line). In other words, \( e \) is the limit of the money compounded continuously. Now, we can answer the question as to how Euler’s formula works.

\[
x = 1; % Set x = 1 to find e 
\]
\[
n = 100; 
\]
\[
principal = 1000; 
\]
\[
disp('This program shows how e comes from compound interest.'); 
\]
\[
disp(sprintf('Lending \%6.2f at \%d percent interest. ', 

principal, round(x*100))); 
\]
\[
simple = principal; 
\]
\[
compound = principal; 
\]
\[
% Calculate the simple interest 
\]
\[
simple = simple + principal*x; 
\]
\[
% Calculate the compound interest 
\]
\[
for i=1:n 
\]
\[
compound = compound*(1+ x/n); % + my_interest; 
\]
\[
end 
\]
\[
disp('Amount to repay:'); 
\]
\[
disp(sprintf(' with simple interest = \%6.2f', simple)); 
\]
\[
disp(sprintf(' with compound interest = \%6.2f', compound)); 
\]
\[
disp(sprintf(' compounded \%d times.', n)); 
\]

Also included on the CD-ROM is a different version of this program, called interest2.m, that produces the graph shown in Figure 7.5.

### 7.4 Euler’s Formula

Now we are ready to see where Euler’s formula comes from. To find how Euler’s formula works, first we need the binomial theorem [25].

\[
e^x = 1 + x + x^2/2! + x^3/3! + x^4/4! + \ldots
\]

First, we will replace \( x \) with \( j \theta \),
\[ e^{j\theta} = 1 + j\theta + (j\theta)^2/2! + (j\theta)^3/3! + (j\theta)^4/4! + \ldots \]

Now simplify:
\[ e^{j\theta} = 1 + j\theta - (\theta)^2/2! - j\theta^3/3! + \theta^4/4! + \ldots \]

Now split the results into the real and imaginary parts:
\[ e^{j\theta} = (1 - (\theta)^2/2! + \theta^4/4! + \ldots) + j(\theta - \theta^3/3! + \theta^5/5! + \ldots). \quad (7.1) \]

Recall Maclaurin’s formula [26]:
\[ f(x) = f(0) + \frac{f'(0)}{1!}x + \frac{f''(0)}{2!}x^2 + \ldots + \frac{f^n(0)}{n!}x^n + \frac{f^{n+1}(0)}{(n+1)!}x^{n+1}. \quad (7.2) \]

Replacing \( f(x) = \sin(x) \), we obtain:
\[ \sin(x) = \sin(0) + \frac{f'(0)}{1!}x + \frac{f''(0)}{2!}x^2 + \ldots + \frac{f^n(0)}{n!}x^n + \frac{f^{n+1}(y)}{(n+1)!}x^{n+1} \]

where \( y > 0 \) and \( y < x \). The derivatives of the sine function are as follows [26].

\[
\begin{align*}
f(x) &= \sin(x) \\
f'(x) &= \cos(x) \\
f''(x) &= -\sin(x) \\
f'''(x) &= -\cos(x) \\
f''''(x) &= \sin(x), \text{ and the above pattern repeats.}
\end{align*}
\]

\[ \sin(x) = \sin(0) + \frac{\cos(0)}{1!}x - \frac{\sin(0)}{2!}x^2 + \ldots + \frac{f^n(0)}{n!}x^n + \frac{f^{n+1}(y)}{(n+1)!}x^{n+1} \]

Simplifying and substituting \( \theta \) for \( x \):
\[ \sin(\theta) = \theta - \frac{\theta^3}{3!} + \frac{\theta^5}{5!} + \ldots \quad (7.3) \]

The cosine function can be broken down in a similar manner.
\[ f(x) = \cos(x) \]
\[ f'(x) = -\sin(x) \]
\[ f''(x) = -\cos(x) \]
\[ f'''(x) = \sin(x) \]
\[ f''''(x) = \cos(x), \] and the above pattern repeats.

Replacing \( f(x) \) of equation 7.2 with \( \cos(x) \):

\[ \cos(x) = \cos(0) - \frac{\sin(0)}{1!}x - \frac{\cos(0)}{2!}x^2 + \ldots + \frac{f^n(0)}{n!}x^n + \frac{f^{n+1}(y)}{(n+1)!}x^{n+1}. \]

Simplifying and substituting \( \theta \) for \( x \):

\[ \cos(\theta) = 1 - \frac{\theta^2}{2!} + \frac{\theta^4}{4!} + \ldots \quad (7.4) \]

Now repeat equation 7.1, but notice how the real parts correspond to the \( \cos(\theta) \) function (equation 7.4), and that the imaginary parts correspond to the \( \sin(\theta) \) function (equation 7.3).

\[ e^{j\theta} = (1 - (\theta)^2/2! + \theta^4/4! + \ldots) + j(\theta - \theta^3/3! + \theta^5/5! + \ldots) \]

This means that this equation can be simplified to:

\[ e^{j\theta} = \cos(\theta) + j\sin(\theta) \]

which, of course, is Euler’s formula.

### 7.5 Alternate Form of Euler’s Equation

As we saw previously, Euler’s equation is

\[ e^{j\theta} = \cos(\theta) + j\sin(\theta). \]

What if \( \theta \) happens to be a negative number? Let \( \theta = -\phi \), then replace \( \theta \) with \(-\phi\) in the above equation. Keep in mind that it does not really matter what symbol we use, as long as we are consistent. On the righthand side, we can replace the sine and cosine functions with a couple of trigonometric identities, that is, \( \cos(-\phi) = \cos(\phi) \), and \( \sin(-\phi) = -\sin(\phi) \). Therefore, Euler’s equation also works for a negative
exponent, i.e.,
\[ e^{j(-\phi)} = \cos(-\phi) + j\sin(-\phi) \]
\[ e^{-j\phi} = \cos(\phi) - j\sin(\phi). \]

### 7.6 Euler’s Inverse Formula

Euler’s inverse formula is given as:
\[ \cos(\theta) = \frac{1}{2} e^{j\theta} + \frac{1}{2} e^{-j\theta}. \]

That is, a sinusoid can be replaced by a phasor of half amplitude, plus a similar phasor with a negated angle. We call this phasor its complex conjugate, and denote the complex conjugate of \( z \) with the symbol \( z^* \). These phasors are always mirror images of each other, with respect to the x-axis. Figure 7.6 shows this for three different example angles, \( \theta \) (in the first quadrant), \( \phi \) (in the second quadrant), and \( \omega \) (in the third quadrant). The phasor and its complex conjugate are on opposite sides of the “real” x-axis, but the same side of the “imaginary” y-axis, no matter what the angle is. If the phasor rotates, then so does its complex conjugate, but they rotate in opposite directions.

![Figure 7.6: Phasors and their complex conjugates.](image)

Think of the cosine function as the real part of a complex vector, possibly even one that rotates. The cosine function can also be thought of as the result of adding two vectors that are rotating in opposite directions. This is because adding them together cancels out the imaginary parts. We can verify this formula with Euler’s formula, as follows.
\[
\frac{1}{2} e^{j\phi} + \frac{1}{2} e^{-j\phi} = \frac{1}{2}(\cos(\phi) + j\sin(\phi)) + \frac{1}{2}(\cos(-\phi) + j\sin(-\phi))
\]
The Number $e$ 237

$$e^{237} = 1$$

$$= \frac{1}{2} \cos(\phi) + \frac{1}{2} j \sin(\phi) + \frac{1}{2} \cos(\phi) - \frac{1}{2} j \sin(\phi)$$

$$= \cos(\phi)$$

From the above analysis, we get the inverse Euler’s formula:

$$\cos(\theta) = \frac{1}{2} e^{j\theta} + \frac{1}{2} e^{-j\theta}.$$ 

---

**Example:**

$x(t) = 3e^{j\pi/6}e^{j2\pi1000t}$, graph $x(0)$. What significance does this have?

**Answer:**

When $t = 0$, the term $e^{j2\pi f t}$ becomes 1, so we are left with $3e^{j\pi/6}$, a (nonrotating) vector. The vector’s length is given by the amplitude, in this case 3 units. The $\pi/6$ term indicates that it lies in the first quadrant. The significance of showing the vector at time 0 is that it reveals the offset given by the phase shift $[6]$. Note that the frequency of 1000 Hz does not play a role in this question. See Figure 7.7 for a graph of this example. Notice how easy it is to get the length and phase angle from this representation.

---

![Figure 7.7: Graph of $x(0)$ where $x(t) = 3e^{j\pi/6}e^{j2\pi1000t}$](image)

The frequency $f$ controls how fast the vector rotates. In fact, if the frequency is negative, the vector will rotate in the opposite direction (clockwise). You can verify
this by examining the \( x \) and \( y \) values over small increments of time for a positive frequency (e.g., \( 10 \) Hz) and for a negative frequency (e.g., \( -10 \) Hz). The code below shows this.

```matlab
f=10;
t=0:0.01:1;
x1 = cos(2*pi*f*t+pi/4);
x2 = cos(2*pi*(-f)*t+pi/4);
plot(1:length(x1),x1,'r',1:length(x2),x2,'b')
```

The term \( e^{j\theta} \) usually gives us a complex quantity, but under some conditions, it reduces to a real number only. One example is where \( \theta = \pi \). Here we calculate \( e^{\pm j\pi} \), starting with the two forms of Euler’s formula.

\[
\begin{align*}
  e^{j\theta} &= \cos(\theta) + j\sin(\theta) && e^{-j\theta} = \cos(\theta) - j\sin(\theta) \\
  e^{+j\pi} &= \cos(\pi) + j\sin(\pi) && e^{-j\pi} = \cos(\pi) - j\sin(\pi) \\
  \cos(\pi) &= -1 && \sin(\pi) = 0 \\
  e^{+j\pi} &= -1 + j0 && e^{-j\pi} = -1 - j0 \\
  e^{\pm j\pi} &= -1
\end{align*}
\]

As we see above, when the angle \( \theta = \pm \pi \), the expression \( e^{j\theta} \) reduces to a value on the real axis. This also works for other angle values, namely \( \theta = 0 \).

### 7.7 Manipulating Vectors

Vectors can be added together. In fact, introductory physics classes usually show this graphically, by moving one 2D vector until its tail connects to the head of the other. The resulting vector can then be drawn from the origin to the head of the vector that moved.

#### 7.7.1 Adding Two Vectors

Adding 2D vectors cannot normally be done in vector form, but it is easy in Cartesian form. For example, how would one add \( 3\angle\pi/6 + 4\angle5\pi/18 \)? That is, let \( z_1 = 3\angle\pi/6 \), \( z_2 = 4\angle5\pi/18 \), and \( z_3 = z_1 + z_2 \).

Converting \( z_1 \) to Cartesian form:

\[
x_1 = 3\cos(\pi/6), \ y_1 = 3\sin(\pi/6)
\]
\[ x_1 = 2.60, \; y_1 = 1.5. \]

Converting \( z_2 \) to Cartesian form:
\[ x_2 = 4 \cos(5\pi/18), \; y_2 = 4 \sin(5\pi/18) \]
\[ x_2 = 2.57, \; y_2 = 3.06. \]

Adding them:
\[ x_3 = x_1 + x_2 = 2.60 + 2.57 = 5.17 \]
\[ y_3 = y_1 + y_2 = 1.5 + 3.06 = 4.56. \]

Converting from Cartesian form to polar form:
\[ r_3 = \sqrt{5.17^2 + 4.56^2} = \sqrt{47.5} = 6.89 \]
\[ \theta_3 = \arctan(4.56/5.17) = 0.723 \text{ radians.} \]

Therefore, \( z_3 = 6.89\angle0.723 \text{ radians.} \) Of course, rounding will introduce some imprecision.

### 7.7.2 Adding Vectors in General

Just as we can add two 2D vectors of the form \( r\angle\phi \), we can add two vectors of the form \( re^{j\theta} \).

\[ r_1e^{j\theta_1} + r_2e^{j\theta_2} \]

Convert to sinusoids with Euler's formula,
\[ = r_1 \cos(\theta_1) + jr_1 \sin(\theta_1) \]
\[ + r_2 \cos(\theta_2) + jr_2 \sin(\theta_2) \]
\[ = (r_1 \cos(\theta_1) + r_2 \cos(\theta_2)) + j(r_1 \sin(\theta_1) + r_2 \sin(\theta_2)). \]

To keep this general, we will let \( a = (r_1 \cos(\theta_1) + r_2 \cos(\theta_2)) \) and \( b = (r_1 \sin(\theta_1) + r_2 \sin(\theta_2)) \), so that the above result becomes \( a + jb \). Now we can convert from this complex number to the complex polar form,
\[ r_3 = \sqrt{a^2 + b^2} \]

and
\[ \theta_3 = \arctan(b/a). \]
Keep in mind the adjustments of $\pm \pi$ if $a$ happens to be negative.

As long as we have $a$ and $b$ computed as above, we can find the resulting $r_3$ and $\theta_3$.

$$r_3 e^{j\theta_3} = r_1 e^{j\theta_1} + r_2 e^{j\theta_2}$$

### 7.7.3 Adding Rotating Phasors

This also works if they are rotating phasors, assuming that they have the same frequency.

$$a_1 e^{j\phi_1} e^{j2\pi ft} + a_2 e^{j\phi_2} e^{j2\pi ft}$$

$$= (a_1 e^{j\phi_1} + a_2 e^{j\phi_2}) e^{j2\pi ft}$$

$$= a_3 e^{j\phi_3} e^{j2\pi ft}$$

where $a_3$ and $\phi_3$ can be found as above (for the nonrotating phasors).

### 7.7.4 Adding Sinusoids of the Same Frequency

In a manner similar to that used for adding rotating phasors, you can also add two sinusoids when the frequencies are the same.

For example,

$$a_1 \cos(2\pi ft + \phi_1) + a_2 \cos(2\pi ft + \phi_2)$$

$$= a_3 \cos(2\pi ft + \phi_3).$$

Section 7.8 shows how to obtain the values for $a_3$ and $\phi_3$.

### 7.7.5 Multiplying Complex Numbers

Figure 7.8 shows two complex numbers, $z_1$ and $z_2$, plotted as vectors.

Adding them together (shown in Figure 7.9):

$$z_3 = z_1 + z_2$$

$$= 5 + 3j + 6 + 2j$$

$$= 11 + 5j.$$

Multiplying them together:

$$z_4 = z_1 z_2 = (5 + 3j)(6 + 2j)$$
Figure 7.8: Two example vectors.

$z_1 = 5 + 3j$
$z_2 = 6 + 2j$

Figure 7.9: Adding two example vectors.

$z_3 = z_1 + z_2 = 11 + 5j$
\[
= 30 + 10j + 18j + 6j^2
= 30 + 28j - 6
= 24 + 28j.
\]

These can also be multiplied in polar form:

\[
z_1 = r_1 \angle \theta_1
\]

\[
r_1 = \sqrt{5^2 + 3^2} = \sqrt{34}
\theta_1 = \arctan(3/5)
\]

\[
z_2 = r_2 \angle \theta_2
\]

\[
r_2 = \sqrt{6^2 + 2^2} = \sqrt{40}
\theta_2 = \arctan(2/6)
\]

\[
z_4 = r_1 r_2 \angle \theta_1 + \theta_2.
\]

**Figure 7.10:** Adding and multiplying two example vectors.
Figure 7.10 shows the multiplication result for the two example vectors, with the addition result, too.

### 7.8 Adding Rotating Phasors: an Example

You can add two (or more) rotating phasors (or sinusoids), if they have the same frequency. But if you add two together, what do the results look like?

Here is an example:

\[
x_1(t) = 2\cos(2\pi 100t + \pi/4) \\
x_2(t) = 3\cos(2\pi 100t + \pi/8) \\
x_3(t) = x_1(t) + x_2(t).
\]

Using Euler’s inverse formula,

\[
\cos(\theta) = \frac{1}{2}e^{j\theta} + \frac{1}{2}e^{-j\theta}
\]

\[
x_1(t) = 2\frac{1}{2}e^{j(2\pi 100t + \pi/4)} + 2\frac{1}{2}e^{-j(2\pi 100t + \pi/4)}
\]

\[
x_2(t) = 3\frac{1}{2}e^{j(2\pi 100t + \pi/8)} + 3\frac{1}{2}e^{-j(2\pi 100t + \pi/8)}
\]

\[
x_1(t) = e^{j2\pi 100t}e^{j\pi/4} + e^{-j2\pi 100t}e^{-j\pi/4}
\]

\[
x_2(t) = \frac{3}{2}e^{j2\pi 100t}e^{j\pi/8} + \frac{3}{2}e^{-j2\pi 100t}e^{-j\pi/8}
\]

\[
x_3(t) = e^{j2\pi 100t} \left( e^{j\pi/4} + \frac{3}{2}e^{j\pi/8} \right) + e^{-j2\pi 100t} \left( e^{-j\pi/4} + \frac{3}{2}e^{-j\pi/8} \right).
\]

To progress, we have to convert these vectors to Cartesian coordinates. Rather than convert to Cartesian coordinates \((x, y)\) explicitly, it is easier to use Euler’s formula, with the understanding that \(x\) equals the real part, and \(y\) equals the imaginary part. In effect, we use \(j\) just to keep the \(x\) and \(y\) values straight.
\[ e^{j\pi/4} = \cos(\pi/4) + j \sin(\pi/4) \]
\[ \frac{3}{2} e^{j\pi/8} = \frac{3}{2} \cos(\pi/8) + j\frac{3}{2} \sin(\pi/8) \]
\[ e^{j\pi/4} + \frac{3}{2} e^{j\pi/8} = \cos(\pi/4) + \frac{3}{2} \cos(\pi/8) + j(\sin(\pi/4) + \frac{3}{2} \sin(\pi/8)) \]

\[ \approx 2.093 + j1.296 \]
\[ \theta \approx \arctan \left( \frac{1.296}{2.093} \right) \approx 32^\circ \left( \frac{2\pi}{360} \right) = \frac{8}{45} \pi \]
\[ r \approx \sqrt{2.093^2 + 1.296^2} = \sqrt{6.060265} \approx 2.46 \]
\[ x_3(t) \approx 2.46e^{j8\pi/45}e^{j2\pi100t} + 2.46e^{-j8\pi/45}e^{-j2\pi100t} \]

\[ x_3(t) \approx 2.46e^{j(2\pi100t+8\pi/45)} + 2.46e^{-j(2\pi100t+8\pi/45)}. \]

With Euler’s formula,

\[ x_3(t) \approx 2.46 \cos(2\pi100t + 8\pi/45) + j2.46 \sin(2\pi100t + 8\pi/45) \]
\[ 2.46 \cos(-(2\pi100t + 8\pi/45)) + j2.46 \sin(-(2\pi100t + 8\pi/45)). \]

The \( j \sin() \) terms cancel each other out, since \( \sin(-\phi) = -\sin(\phi) \). Since \( \cos(-\phi) = \cos(\phi) \), the cosine terms simply add together.

\[ x_3(t) \approx 4.92 \cos(2\pi100t + 8\pi/45) \]

We use MATLAB to validate these results. In Figure 7.11, two sinusoids are plotted in the upper part of the graph, corresponding to the previous example, \( x_1(t) = 2 \cos(2\pi100t + \pi/4) \) plotted as a solid line with dots on it, and \( x_2(t) = 3 \cos(2\pi100t + \pi/8) \), plotted as the solid line. The lower part of the graph also shows two sinusoids, though they happen to be right on top of one another. The
The first one, plotted with a solid line, was found with the command $x_3 = x_1 + x_2$. That is, it is a point-for-point addition of signals $x_1$ and $x_2$. The second sinusoid is $4.92 \cos(2\pi 100t + 8\pi/45)$, which is the analytical result obtained above. The program below was used to generate this graph.

```matlab
% adding_sins.m
% Show 2 sinusoids of same frequency, and how they look combined.
%

t = 0:0.001:0.2;
x1 = 2*cos(2*pi*100*t + pi/4);
x2 = 3*cos(2*pi*100*t + pi/8);
x3 = x1 + x2;
```

Figure 7.11: Two sinusoids of the same frequency added point-for-point and analytically.
\[ x_4 = 4.92 \cos(2\pi t + 8\pi/45); \]

```matlab
subplot(2,1,1);
plot(t, x1, 'b-', t, x2, 'k');
mystr = '2\cos(2\pi t + \pi/4) (.) and';
mystr = strcat(mystr, ' 3\cos(2\pi t + \pi/8) (solid)');
title(mystr);
xlabel('time (sec)');
axis tight;
```

```matlab
subplot(2,1,2);
plot(t, x3, 'b', t, x4, 'r-');
mystr = '2\cos(2\pi t + \pi/4) + 3\cos(2\pi t + \pi/8) added';
title(strcat(mystr, ' (solid), analytical (.) '));
xlabel('time (sec)');
axis tight;
```

The addition of two phasors can be seen graphically as in Figure 7.12. Here we take phasor \( e^{j2\pi ft_1}a_1e^{j\phi_1} \) and add it to phasor \( e^{j2\pi ft_2}a_2e^{j\phi_2} \). Since the rotating phasors are the same, we separate them and add the rest, just like we can rewrite \( ax + bx \) as \( x(a + b) \). This works if the nonrotating vectors have different lengths. For the addition of the nonrotating phasors (how we go from the middle of the figure to the bottom), refer back to Figure 7.9.

\[
e^{j2\pi ft_1}a_3e^{j\phi_1} = e^{j2\pi ft}(a_1e^{j\phi_1} + a_2e^{j\phi_2})
\]

Here, two rotating phasors are shown as their rotating part, multiplied by a phasor with the amplitude and phase angle. If they are rotating at the same frequency, then the rotating phasor parts are exactly the same, and the amplitude and phase angle parts can be added together.

Now let's take this a step further. Instead of just adding two phasors together, we will add two sinusoids together (Figure 7.13). Remember that Euler's inverse formula gives us two phasors of half amplitude for one cosine term, that is:

\[
a \times \cos(2\pi ft + \phi) = \frac{ae^{j(2\pi ft+\phi)}}{2} + \frac{ae^{-j(2\pi ft+\phi)}}{2}
\]

\[
a \times \cos(2\pi ft + \phi) = \frac{a}{2}e^{j2\pi ft}e^{j\phi} + \frac{a}{2}e^{-j2\pi ft}e^{-j\phi}.
\]

In this figure, we take two typical sinusoid components (of the same frequency)
Figure 7.12: A graphic representation of adding 2 phasors of the same frequency.
$a_1 \times \cos(2\pi ft + \theta_1)$ and $a_2 \times \cos(2\pi ft + \theta_2)$, visualize them as rotating phasors multiplied by nonrotating phasors, then visualize how they are added together. Note that $r_n = \frac{a_n}{2}$ in this figure.

\[ a_3 \cos(2\pi ft + \theta_3) = a_1 \cos(2\pi ft + \theta_1) + a_2 \cos(2\pi ft + \theta_2) \]

The first row represents $a_1 \cos(2\pi ft + \theta_1)$, shown as a pair of phasors rotating in opposite directions. This comes from Euler’s inverse formula, where a cosine function is given as a combination of two phasors (of half the amplitude). Their rotation in opposite directions means that the complex parts cancel each other out, and only the cosine part remains.
The second row represents $a_2 \times \cos(2\pi f t + \theta_2)$, again as a pair of phasors rotating in opposite directions, as given by Euler’s inverse formula. On the third row, we have a visualization of the addition result (keeping the left and right sides separate). Notice how similar the left and right sides are; they are complex conjugates of one another.

### 7.9 Multiplying Phasors

We multiply two phasors by putting them in exponential form, multiplying their amplitudes, and adding their angle arguments. To see how adding the angles works, let’s look at how a rotating phasor multiplied by another phasor and an amplitude behave when we multiply them using Euler’s formula. Here are a couple of equations about adding the arguments of sinusoids [26], which we will need shortly.

$$\cos(\theta_1 + \theta_2) = \cos(\theta_1) \cos(\theta_2) - \sin(\theta_1) \sin(\theta_2)$$

$$\sin(\theta_1 + \theta_2) = \cos(\theta_1) \sin(\theta_2) + \sin(\theta_1) \cos(\theta_2).$$

Rather than write $2\pi f$ over and over again, we will replace it with $\omega$. With these items in mind, we can simplify the following:

$$a \times e^{j\theta} e^{j\omega t} = a \times (\cos(\theta) + j \sin(\theta)) (\cos(\omega t) + j \sin(\omega t))$$

$$= a \times \cos(\theta) \cos(\omega t) + ja \times \sin(\theta) \cos(\omega t) + ja \times \cos(\theta) \sin(\omega t) + j^2 a \times \sin(\theta) \sin(\omega t)$$

$$= a \times \cos(\theta) \cos(\omega t) - a \times \sin(\theta) \sin(\omega t) + ja \times \sin(\theta) \cos(\omega t) + ja \times \cos(\theta) \sin(\omega t)$$

$$= a \times (\cos(\theta) \cos(\omega t) - \sin(\theta) \sin(\omega t)) + ja \times (\cos(\theta) \sin(\omega t) + \sin(\theta) \cos(\omega t))$$

$$= a \times \cos(\theta + \omega t) + ja \times \sin(\theta + \omega t).$$

We should see now how multiplying two exponentials simplifies to adding their arguments. Of course, a shortcut would be to replace $e^c e^d$ with $e^{c+d}$, or, more specifically, replace $e^{j\theta} e^{j\omega t}$ with $e^{j(\theta + \omega t)}$. Either way, we arrive at the same result.

If we multiply two complex exponents, $z_3 = z_1 z_2$,

$$z_1 = r_1 e^{j\theta_1} = r_1 \cos(\theta_1) + j r_1 \sin(\theta_1)$$

$$z_2 = r_2 e^{j\theta_2} = r_2 \cos(\theta_2) + j r_2 \sin(\theta_2)$$

$$z_3 = (r_1 \cos(\theta_1) + j r_1 \sin(\theta_1))(r_2 \cos(\theta_2) + j r_2 \sin(\theta_2))$$

$$z_3 = r_1 r_2 (\cos(\theta_1 + \theta_2) + j \sin(\theta_1 + \theta_2)).$$
Therefore,

\[ z_3 = r_1 r_2 e^{j(\theta_1 + \theta_2)}. \]

We simply multiply the amplitudes, and add the angle arguments.

We can also find \( z_3 = z_1 z_2 \) when \( z_1 \) and \( z_2 \) are complex numbers. That is, suppose \( z_1 = x_1 + jy_1 \), and \( z_2 = x_2 + jy_2 \). Then \( z_3 \) can be found by multiplying out the terms.

\[ z_3 = x_1 x_2 + jx_1 y_2 + jx_2 y_1 - y_1 y_2 \]

Multiplying phasors can be done easily, now that we know the pattern.

### 7.10 Summary

This chapter expands on sinusoids, and covers fundamental ideas about \( e \) and \( j \). As we saw in earlier chapters, we can decompose a signal into a sum of many sinusoids. Here, we have the underlying theory behind treating a signal as a sum of sinusoids, and the ways in which they can be manipulated mathematically.

Breaking a signal into its component sinusoids is the Fourier transform. Recombining this sinusoidal information (amplitude, frequency, and phase) to recover the original signal is the inverse Fourier transform. We can view the complex magnitudes and phases from the Fourier transform as vectors, or we can view them as complex cosines and sines. Euler’s formula (and Euler’s inverse formula) allows us to go from one representation to the other. Often, calculations are easier to do in terms of amplitude \( \times \ e^{j \ angle} \), while we want to view the results as a real part \( (\text{amplitude} \times \cos(\text{angle})) \) and an imaginary part \( (\text{amplitude} \times \sin(\text{angle})) \).

### 7.11 Review Questions

1. If \( z = (2, 3) \), what is \( z \) in terms of \( e^j \) notation?

2. What is \( 5e^{j\pi/4} \) in terms of 2D polar coordinates (radius and angle)?

3. Does \( 6e^{j2\pi} \) reduce to a real number?

4. If \( x(t) = 4e^{j(2\pi120t + \pi)} \), what is this in terms of sine and cosine?

5. What is \( 2e^{j3\pi/8} e^{-j\pi100t} \) in terms of sine and cosine?

6. What is \( \Re\{a e^{j(\omega t + \phi)}\} \)?
7. Consider the rotating phasor \( e^{j\omega t + \phi} \), what does \( \omega \) tell us about what it looks like? What does \( \phi \) tell us about what it looks like?

8. If \( z = a + jb \), what is \( z^* \)?

9. What is the complex conjugate of \( e^{j\phi} \)?

10. If \( x(t) = a \times \cos(k) \), where \( k \) is a constant, what is the frequency?

11. Plot \( 4 + j5 \) on a graph, then multiply it by \( j \), and plot the result. Multiply this result by \( j \) again, and indicate it on the graph. Repeat this one final time. What do you observe? What angles do the four vectors have?

12. Let \( z_1 = 2e^{j2\pi/3} \) and \( z_2 = e^{j\pi/7} \). What is \( z_3 = z_1 + z_2 \)? Draw all three vectors on a graph.

13. Let \( z_1 = e^{-j\pi/5} \) and \( z_2 = 3e^{j\pi/6} \). What is \( z_3 = z_1 \times z_2 \)? Draw all three vectors on a graph.

14. Let \( z_1 = 4e^{j(2\pi 100t - 5\pi/4)} \) and \( z_2 = 5e^{j(2\pi 100t + \pi/6)} \). What is \( z_3 = z_1 + z_2 \)? Draw all three vectors on a graph at time = \{0 sec, 0.1 sec, and 0.2 sec\}.

15. We saw that we can add rotating phasors when they rotate at the same frequency. What happens if we add them when their frequencies do not match? Use MATLAB to find (point by point) and plot \( z_3 = z_1 + z_2 \), where \( z_1 = 4e^{j(2\pi 25t - 5\pi/4)} \) and \( z_2 = 5e^{j(2\pi 33t + \pi/6)} \). Let \( t \) range from 0 to 1 with a suitable small increment.
Chapter 8

The $z$-Transform

This chapter will address questions about the $z$-transform, an analytical tool for systems. What is $z$? How does this transform work? How can it be used to combine filters? Why do delay units sometimes have a $z^{-1}$ symbol? How does this transform relate to other transforms we have seen? We will answer these questions and more in the following sections.

The $z$-transform is a generalized version of the Fourier transform. Like the Fourier transform, it allows us to represent a time-domain signal in terms of its frequency components. Instead of accessing signal values in terms of $n$, a discrete index related to time, we can know the response of the signal for a given frequency (as we did with the Fourier transform). The difference is that we can also specify a magnitude with the $z$-transform.

The $z$-transform serves two purposes. First, it provides a convenient way to notate the effects of filters. So far, we have used the coefficients, $h[n] = \{a, b, c, d\}$, to describe how the output $y[n]$ relates to the input $x[n]$. In $z$-transform notation, we say $Y(z) = H(z)X(z)$, where $H(z)$ is the $z$-transform of $h[n]$. We can think of $H(z)$ as something that operates on $X(z)$ to produce the output $Y(z)$. For this reason, $H(z)$ is also called the transfer function. Rather than use $ax[n-k]$ in the equation, we can put the coefficient and the delay ($k$) together, and remove $x$. So the filter with coefficients $h[n] = \{a, b, c, d\}$ can be described instead by the $z$-transform of $h[n]$, $H(z) = az^0 + bz^{-1} + cz^{-2} + dz^{-3}$. A second purpose of the $z$-transform is to tell us about the stability of the filter, but this will be explained a bit later.
8.1 The $z$-Transform

By definition, the $z$-transform of a discrete signal $x[n]$ is

$$X(z) = \sum_{n=-\infty}^{\infty} x[n]z^{-n}$$

where $z$ is a complex number, $z = re^{j\omega}$. Typically, $n$ has a finite range, for example, imagine a signal $x$ with six values. Effectively, in this example, $n$ has a range of only 0 to 5, since any value of $x$ before index 0 or after index 5 is considered to be 0. So the $z$-transform would be:


Theoretically however, for a general $x[n]$, $X(z)$ could diverge, since $n$ could be $\infty$. As an example, consider a simple function of a constant value, such as $x[n] = 1$, where $-\infty \leq n \leq \infty$. We can express the $z$-transform compactly with the equation $\sum_{n=-\infty}^{\infty} 1 \times z^{-n}$, but this sum could clearly be infinite. For this reason, we include a region of convergence with the $z$-transform, called RoC for short. An interesting aspect of the region of convergence is that it depends only on $r$, not $\omega$. Remember that $z = re^{j\omega}$, so $z^{-k} = r^{-k}e^{-jk\omega}$, and no matter what the value of $\omega$, the value for $e^{-jk\omega}$ will be bounded by the maximum and minimum value of the cosine and sine functions. That is, $e^{-jk\omega} = \cos(k\omega) - j\sin(k\omega)$, and the cosine and sine functions return values between $-1$ and $1$ (the magnitude of $e^{-jk\omega}$ is 1). Thus, the $e^{-jk\omega}$ will not contribute to the $z$-transform being infinite; either the $r^{-k}$ term makes the $z$-transform infinite, or the $z$-transform converges. Therefore, the region of convergence is circular [20]. If we know that a point is inside (or outside) the region of convergence, all other points of the same magnitude will also be inside (or outside) the region of convergence.

The RoC will be all area on and inside the unit circle, for all practical cases. It is only when we consider all theoretical cases that it gets confusing. In fact, some DSP texts steer clear of the cases where the RoC is not the unit circle.

We can also view the $z$-transform as a geometric series. For example, if $c \neq 0$ and $-1 < d < 1$ [26]:

$$c + cd + cd^2 + \ldots + cd^{n-1} + \ldots = \frac{c}{1-d}.$$
Therefore, if \( x[n] = 1 \) for all \( n \geq 0 \),

\[
X(z) = \sum_{n=-\infty}^{\infty} 1 \times z^{-n}
\]

\[
= 1 + 1z^{-1} + 1(z^{-1})^2 + \ldots + 1(z^{-1})^{n-1} + \ldots
\]

\[
= \frac{1}{1 - z^{-1}} \text{ for all } -1 < z^{-1} < 1.
\]

Of course, we should check to see if this sum converges or not. In fact, when \( |z^{-1}| \geq 1 \), the sum does not converge (and we should not use the above fractional expression). This is easy to see; as \( n \) gets larger, we add another term \( cd^n \) to our sum. If \( d \) happens to be a fraction of 1, then the term we add is smaller than the last term we added, and the sum does not grow substantially. For example, suppose \( d = \frac{1}{2} \). Adding a millionth term would mean adding \( c \times (\frac{1}{2})^{1000000} \), or \( \frac{c}{2^{1000000}} \), to the sum, which would not change it dramatically (especially if we compare it to the effect of adding the first term, \( c \)). However, supposing that \( d \) were exactly 1, adding a millionth term would mean adding \( c \) to the sum. This would be as significant as adding the first term. If \( d \) were greater than 1, then every value for \( cd^n \) means adding a larger value than the previous one, meaning that the sum continues to grow significantly.

As a fraction, we know that the expression \( X(z) = \frac{1}{1-z^{-1}} \) evaluates to zero when the numerator (top part of the fraction) is zero (though it cannot happen in this case). Also, we know that the fraction will be infinite when the denominator (bottom part) evaluates to zero. This happens when \( 1 - z^{-1} = 0 \), or \( z^{-1} = 1 \). This is the idea behind the region of convergence, and we will revisit this when we examine the frequency response of a filter.

### 8.2 Replacing Two FIR Filters in Series

When two filters are placed in series, the output will be a convolution of the input with the first filter’s coefficients, followed by convolution with the second filter’s coefficients. Is it possible then to replace the two filters with a single filter instead? The answer is yes. Figure 8.1 helps to demonstrate this idea.

Two filters can be combined into one filter by convolving the filter coefficients. There are a couple of reasons why this is interesting. First, combining filters in series may lead to a space savings if the design is implemented in hardware. Second, it may be a good idea to break a filter into two filters in series, so that the resulting filters are easier to make. For example, suppose there are two FIR filters in series,
with coefficients \{2, 0, 0.5\} and \{1, -1, 3\}, respectively. The effect is the same as having a single FIR filter with coefficients \{2, -2, 5.5, -0.5, 1.5\}. But which is easier to implement, the first two filters, or the equivalent one? Notice that the first filter can be made without multipliers; all we need is a shifter. For fixed-point numbers, a left-shift is equivalent to multiplying by 2, while a right-shift is equivalent to dividing by 2. For the second filter, no multiplier is needed for multiplying by 1, and multiplying by -1 can be done by flipping the sign bit. The only tricky one is the multiplication by 3, and this can be done with a shift and an add, that is, \(x + 2x = 3x\). For a system with just these coefficients, the first two filters can be implemented without multipliers.

Let’s examine how we can find the resulting combined coefficients, in the following manner. First, we will write the equations describing the output of the two filters along the top of Figure 8.1, as if they were two separate filters; that is, one filter with coefficients \{a, b, c, d\} and an input labeled \(x\) and output labeled \(w\), and another filter of coefficients \{f, g, k, m\} with input \(w\) and output \(y\). All filter coefficients are assumed to be constants.

\[
\]
\[
\]

We use \(w\) as a label simply to make this description less confusing, but what we really need is the final output \(y\) in terms of the original input \(x\). To figure this out, we must have an expression for \(w[n - k]\), instead of \(w[n]\). In the next step, we use the expression for \(w[n]\), but replace \(n\) with \(n - k\) throughout.

\[
w[n - k] = ax[n - k] + bx[n - k - 1] + cx[n - k - 2] + dx[n - k - 3]
\]
Putting the output \( y[n] \) all in terms of the input, \( x[n] \):

\[
y[n] = afx[n] +afx[n-1] + cf x[n-2] + df x[n-3]
\]

Simplifying:

\[
y[n] = afx[n] + (ag + bf)x[n-1] + (ak + bg + cf)x[n-2]
+ (am + bk + cg + df)x[n-3] + (bm + ck + dg)x[n-4]
+ (cm + dk)x[n-5] + dmx[n-6].
\]

We see that our expression for \( y[n] \) now contains only a linear combination of the input (and delayed versions of it), multiplied by constants. The resulting coefficients are, therefore, \( \{af, (ag + bf), (ak + bg + cf), (am + bk + cg + df), (bm + ck + dg), (cm + dk), dm\} \). This pattern is the convolution of \( \{a,b,c,d\} \) with \( \{f,g,k,m\} \).

We have found a resulting filter using convolution. In the next section, we will see how this analysis could be done with the \( z \)-transform.

### 8.3 Revisiting Sequential Filter Combination with \( z \)

Let’s return to the example in Figure 8.1. We want to replace the two filters \( h_1[n] = \{a,b,c,d\} \) and \( h_2[n] = \{f,g,k,m\} \) with a single equivalent filter. First, we can write the \( z \)-transform for these two filters directly, just by examining their coefficients.

\[
H_1(z) = az^0 + bz^{-1} + cz^{-2} + dz^{-3}
\]
\[
H_2(z) = fz^0 + gz^{-1} + kz^{-2} + mz^{-3}
\]

To find the equivalent filter, we multiply the \( z \)-transforms \( H_1(z) \) and \( H_2(z) \) together. We do this because multiplication in the frequency-domain is the same as convolution in the time-domain, as demonstrated in section 8.8. We will call the \( z \)-transform for our third filter \( H_3(z) \),

\[
H_3(z) = H_1(z)H_2(z)
\]
\[ H_3(z) = (az^0 + bz^{-1} + cz^{-2} + dz^{-3})(fz^0 + gz^{-1} + kz^{-2} + mz^{-3}) \]

\[ H_3(z) = az^0fz^0 + az^0gz^{-1} + az^0kz^{-2} + az^0mz^{-3} \]
\[ + bz^{-1}fz^0 + bz^{-1}gz^{-1} + bz^{-1}kz^{-2} + bz^{-1}mz^{-3} \]
\[ + cz^{-2}fz^0 + cz^{-2}gz^{-1} + cz^{-2}kz^{-2} + cz^{-2}mz^{-3} \]
\[ + dz^{-3}fz^0 + dz^{-3}gz^{-1} + dz^{-3}kz^{-2} + dz^{-3}mz^{-3}. \]

Simplifying:

\[ H_3(z) = af + agz^{-1} + akz^{-2} + amz^{-3} \]
\[ + bfz^{-1} + bgz^{-2} + bkz^{-3} + bmz^{-4} \]
\[ + cfz^{-2} + cgz^{-3} + ckz^{-4} + cmz^{-5} \]
\[ + dfz^{-3} + dgz^{-4} + dkz^{-5} + dmz^{-6}. \]

Combining terms:

\[ H_3(z) = af + (ag + bf)z^{-1} + (ak + bg + cf)z^{-2} \]
\[ + (am + bk + cg + df)z^{-3} + (bm + ck + dg)z^{-4} \]
\[ + (cm + dk)z^{-5} + dmz^{-6}. \]

This result should look familiar; it is the same as when we found \( y[n] \) above, except that \( x[n] \) is not mentioned. Instead, we have \( z^{-k} \) to indicate delays, that is, when \( H_3(z) \) is applied to input \( X(z) \), we would have the equation:

\[ Y(z) = H_3(z)X(z) \]
\[ Y(z) = afX(z) + (ag + bf)X(z)z^{-1} + (ak + bg + cf)X(z)z^{-2} \]
\[ + (am + bk + cg + df)X(z)z^{-3} + (bm + ck + dg)X(z)z^{-4} \]
\[ + (cm + dk)X(z)z^{-5} + dmX(z)z^{-6}. \]

For example, \( X(z)z^{-1} \) in the time-domain means that \( x[n] \) is delayed by one unit, or that \( afX(z) = afx[n] \), \( (ag+bf)X(z)z^{-1} = (ag+bf)x[n-1] \), \( (ak+bg+cf)X(z)z^{-2} = (ak + bg + cf)x[n-2] \), and so forth.
8.4 Why Is $z^{-1}$ the Same as a Delay by One Unit?

A delay unit is often shown as $z^{-1}$ in a box, since multiplying by $z^{-1}$ in the frequency-domain delays a signal by one sample. To see why this is the case, let’s examine two similar FIR filters, one with coefficients $\{1, 0\}$, and the other with coefficients $\{0, 1\}$. These trivial filters are shown in Figure 8.2.

![Figure 8.2: Two trivial FIR filters.](image)

By inspection, we see that the first filter effectively does nothing, and the output is the same as the input, $y_1[n] = x[n]$. The second filter really does not do anything either, except that the output is a delayed version of the input, i.e., $y_2[n] = x[n-1]$. We can remove the multipliers, since multiplying by zero gives us a zero result, and multiplying a number by one gives the same number back. Since one of the adder’s inputs is zero, we can remove the adders from the diagram as well. This leaves us with a very reduced form of these two filters, Figure 8.3.

The first filter has a transfer function $H_1(z) = 1z^0 + 0z^{-1}$, while the second one has $H_2(z) = 0z^0 + 1z^{-1}$. Writing the output in terms of the transfer function and input gives us:

$$Y_1(z) = 1X(z)z^0 + 0X(z)z^{-1} = X(z)z^0 = X(z)$$

$$Y_2(z) = 0X(z)z^0 + 1X(z)z^{-1}$$
Here we see that the only difference between the $z$-transform of the first system and the second (delayed by one sample) system is that the power that $z$ is raised to is decreased by 1. In other words, a one unit time delay is equivalent to multiplication in the frequency-domain $z^{-1}$.

8.5 What Is $z$?

By definition, $z$ is a complex number.

$$z = re^{j\omega}$$

We say that the $z$-transform is in the frequency-domain because there is a direct link between the $z$-transform and the Fourier transform. Replacing the $z$ in the $z$-transform definition with $re^{j\omega}$ gives us the following equation:

$$X(re^{j\omega}) = \sum_{n=-\infty}^{\infty} x[n]re^{-j\omega n}.$$  

This equation should look familiar; all that we have to do to turn this equation into the Fourier transform is to set $r = 1$.

As we saw above, however, we often do not need to use $z$’s definition in order to use the $z$-transform.
8.6  How the $z$-Transform Reduces to the Fourier Transform

Earlier, we stated that the discrete Fourier transform is a simplified version of the $z$-transform. Here, we demonstrate this. First, we start with the definition of the $z$-transform.

$$X(z) = \sum_{n=-\infty}^{\infty} x[n]z^{-n}$$

Then, replace $z$ with its definition.

$$X(re^{j\theta}) = \sum_{n=-\infty}^{\infty} x[n](re^{j\theta})^{-n}$$

Simplify:

$$X(re^{j\theta}) = \sum_{n=-\infty}^{\infty} x[n]r^{-n}e^{-j\theta n}.$$  

Next, let $\theta = 2\pi m/N$, where $m$ and $n$ are indices, and $N$ is the length of the signal $x$. We assume that signal $x$ is causal, so the first value of $x$ starts at index zero.

$$X(re^{j2\pi m/N}) = \sum_{n=0}^{N-1} x[n]r^{-n}e^{-j2\pi mn/N}$$

If $r = 1$, then $r^{-n} = 1$ for all $n$ values. This leads to:

$$X(e^{j2\pi m/N}) = \sum_{n=0}^{N-1} x[n]e^{-j2\pi mn/N}.$$  

Notice that the previous equation matches the definition for the DFT. We usually write the DFT as $X[m]$ on the lefthand side, simply because $m$ is the only variable parameter. Some people use the notation $X(\omega)$ on the lefthand side, for the same reason.

8.7  Powers of $-z$

When multiplying powers of $-z$, the chart below can be used to do substitutions. This comes up in filter design, in finding a channel’s frequency response. We see that the signs of $-z^{-k}$ alternate for even and odd values of $k$. This comes in handy
when we incorporate up/down-samplers into our architecture.

\[
\begin{align*}
(z)^{-1} &= \frac{1}{z} = -z^{-1} \\
(z)^{-2} &= \frac{1}{(z)^2} = z^{-2} \\
(z)^{-3} &= \frac{1}{(z)^3} = -z^{-3} \\
(z)^{-4} &= \frac{1}{(z)^4} = z^{-4}
\end{align*}
\]

8.8 **Showing that** \( x[n] * h[n] \leftrightarrow X(z)H(z) \)

Here we demonstrate that convolution in the time-domain gives the same results as multiplication in the frequency-domain. In other words,

\[ x[n] * h[n] \leftrightarrow X(z)H(z). \]

Let’s assume that we are dealing with small signals. Let \( h = \{h_0, h_1, h_2\} \) and \( x = \{x_0, x_1, x_2, x_3\} \). First, we find the convolution \( x * h \) as shown in Table 8.1. As an exercise, calculate \( h * x \), and show that you get the same result. It should be apparent how having more (or fewer) values for \( x \) or \( h \) would affect this example. If not, try this example on your own with \( x_0...x_4 \), then try it again with \( h_0...h_3 \).

Now let’s find the values for \( X(z) \) and \( H(z) \). By definition of the \( z \)-transform, we have:

\[
X(z) = x_0z^{-0} + x_1z^{-1} + x_2z^{-2} + x_3z^{-3}
\]

\[
H(z) = h_0z^{-0} + h_1z^{-1} + h_2z^{-2}.
\]

Multiplying these together:

\[
X(z) \times H(z) = \left( x_0z^{-0} + x_1z^{-1} + x_2z^{-2} + x_3z^{-3} \right) \times \left( h_0z^{-0} + h_1z^{-1} + h_2z^{-2} \right)
\]

\[
= x_0z^{-0}h_0z^{-0} + x_1z^{-1}h_0z^{-0} + x_2z^{-2}h_0z^{-0} + x_3z^{-3}h_0z^{-0} + x_0z^{-0}h_1z^{-1} + x_1z^{-1}h_1z^{-1} + x_2z^{-2}h_1z^{-1} + x_3z^{-3}h_1z^{-1} + x_0z^{-0}h_2z^{-2} + x_1z^{-1}h_2z^{-2} + x_2z^{-2}h_2z^{-2} + x_3z^{-3}h_2z^{-2}.
\]
Now we can simplify terms, especially the powers of $z$. Remember that $z^{-a} \times z^{-b} = z^{-a-b}$. Thus, we get:

$$= x_0 h_0 z^{-0} + x_1 h_0 z^{-1} + x_2 h_0 z^{-2} + x_3 h_0 z^{-3}$$

$$+ x_0 h_1 z^{-1} + x_1 h_1 z^{-2} + x_2 h_1 z^{-3} + x_3 h_1 z^{-4}$$

$$+ x_0 h_2 z^{-2} + x_1 h_2 z^{-3} + x_2 h_2 z^{-4} + x_3 h_2 z^{-5}.$$

The next step is to group terms by the exponent of $z$.

$$= x_0 h_0 z^{-0} + (x_1 h_0 + x_0 h_1)z^{-1} + (x_2 h_0 + x_1 h_1 + x_0 h_2)z^{-2}$$

$$+ (x_3 h_0 + x_2 h_1 + x_1 h_2)z^{-3} + (x_3 h_1 + x_2 h_2)z^{-4} + x_3 h_2 z^{-5}.$$

One way to interpret this result is to remember how $z^{-1}$ corresponds to a delay of one time unit. Thus, the first output of a system that computes $X(z) \times H(z)$ would be, in the time-domain, $x_0 h_0$, followed by $x_1 h_0 + x_0 h_1$, $x_2 h_0 + x_1 h_1 + x_0 h_2$, etc.; the same values in the same order as the convolution example.

Another way to see that the results are equivalent is to perform the $z$-transform on the output of the convolution example, which will give us $x_0 h_0 z^{-0}$, $(x_1 h_0 + x_0 h_1)z^{-1}$, and so forth.

Thus, we have established that convolution in the time-domain is equivalent to multiplication in the frequency-domain.

### 8.9 Frequency Response of Filters

The $z$-transform can be used with IIR filters, and in fact is a useful analytical tool. The transfer function, $H(z)$ reveals information about the stability of the
filter. With IIR filters, it is possible for the output to approach infinity (or negative infinity), which can be seen with the transfer function, $H(z)$.

The $z$-transform describes the frequency response of filters, simply by finding $z$-transform of the filter’s coefficients. For an FIR filter, we find the frequency response with:

$$H(z) = \sum_{k=0}^{N} h[k] z^{-k}$$

where $h[k]$ are the filter’s coefficients.

For an IIR filter, the situation is a bit more complicated, since we have both a feed-forward part (coefficients $b[k]$) and a feed-back part (coefficients $a[k]$). We start by looking at the time-domain equation describing the filter’s output.

$$y[n] = \sum_{k=0}^{K} b[k] x[n-k] + \sum_{k=1}^{M} a[k] y[n-k]$$

Remember that the feed-back part starts with $a[1]$ instead of $a[0]$, since there is no multiplier at that corresponding location. Next, we find the $z$-transform of this equation,

$$Y(z) = X(z) \sum_{k=0}^{N} b[k] z^{-k} + Y(z) \sum_{k=1}^{M} a[k] z^{-k},$$

where $z = re^{j\omega}$.

The transfer function gives us the IIR filter’s response. We can specify the effect of the filter without having to give an input:

$$H(z) = \frac{Y(z)}{X(z)}$$

— or —

$$H(z) = \frac{\sum_{k=0}^{N} b[k] z^{-k}}{1 - \sum_{k=1}^{M} a[k] z^{-k}}.$$

Notice that the denominator could be zero under the right circumstances (values for $z$). If this happens, our frequency response, $H(z)$, is infinite. We call such a value for $z$ a pole, borrowing from the image of a circus tent, where the tent fabric has a pronounced shape from the tent poles, like a three-dimensional plot of $H(z)$’s surface would for certain values of $z$. Also, some values of $z$ could result in a zero value for the function as a whole, from the numerator. These spots we call zeros. When we talk about the frequency response for IIR filters, we are primarily concerned with
the locations of the zeros and the poles. If a pole is located outside our region of convergence, then we have a problem: the system is unstable.

A nice attribute of FIR filters is that, since they have no feedback, they do not have poles. This comes from the way the transfer function $H(z)$ is defined. It specifies how the filter maps the input to the output, without specifying the input. Sometimes the filter’s output will be zero, such as when the input is zero. For example, if the input $x[n] = 0$ for all $n$, then any FIR filter will output zeros as well, i.e., $y[n] = b[0]x[n] + b[1]x[n-1] + ... + b[k]x[n-k]$. As long as the $x[]$ values are zero, the $y[]$ values will be zero, too. This can be expressed in the frequency-domain, also, with the $z$-transform, as $Y(z) = H(z)X(z)$. If $x[n] = 0$ for all $n$, then $X(z) = 0z^0 + 0z^{-1} + ... + 0z^{-n}$, or $X(z) = 0$. $H(z)$ specifies the filter’s effect, so $H(z) = b_0z^0 + b_1z^{-1} + ... + b_kz^{-k}$. From the input-output equation, $Y(z) = H(z)$ times 0 for this particular $X(z)$, so $Y(z)$ will be zero, too. The fact that the transfer function $H(z)$ has zeros simply indicates that there are some conditions where $H(z)$ can be zero, which means that $Y(z)$ will be zero, too.

For an FIR filter, the transfer function $H(z)$ can be found by the $z$-transform of the filter coefficients, $b[k]$, to which the unit-impulse response $h$ is identical. This is why we use lowercase $h[k]$ for the filter coefficients of an FIR filter, and $H(z)$ for the transfer function. For IIR filters, we have the same idea, but it is a bit more complicated to find the transfer function since we have two sets of filter coefficients.

First, let’s revisit the FIR filter, and suppose that we have 3 filter coefficients, $b_0$, $b_1$, and $b_2$, corresponding to the unit-impulse response of $h_0$, $h_1$, and $h_2$. We can write the relation describing the output as:


If we then find the $z$-transform of the above relation, we have:

$$Y(z) = b[0]X(z)z^0 + b[1]X(z)z^{-1} + b[2]X(z)z^{-2}$$

and simplifying:

$$Y(z) = X(z)(b[0]z^0 + b[1]z^{-1} + b[2]z^{-2}).$$

If we divide out $X(z)$, we get

$$Y(z)/X(z) = b[0]z^0 + b[1]z^{-1} + b[2]z^{-2}$$

which is the same thing as the $z$-transform of the filter coefficients, or $H(z)$ by definition, since $h_k = b_k$ for all integer $k$ values.

Now, for an IIR filter, our approach is the same. We write the input/output relation, find the $z$-transform of it, then rearrange terms until we have $Y(z)/X(z)$
on one side. Thus, we have an expression on the other side for the transfer function \( H(z) \). Often, the zeros and poles are plotted on the \( z \)-plane. The \texttt{zplane} function in MATLAB will do this for us.

Suppose that an IIR filter has feed-forward coefficients of \( \{b_0, b_1, b_2\} \) and feedback coefficients of \( \{a_1, a_2\} \). What is the transfer function? Where are the zeros? Where are the poles?

First, we write the time-domain function describing the input/output:

\[
y[n] = b_0 x[n] + b_1 x[n - 1] + b_2 x[n - 2] + a_1 y[n - 1] + a_2 y[n - 2].
\]

Finding the \( z \)-transform:

\[
Y(z) = b_0 X(z) + b_1 X(z) z^{-1} + b_2 X(z) z^{-2} + a_1 Y(z) z^{-1} + a_2 Y(z) z^{-2}.
\]

Grouping the terms:

\[
Y(z)(1 - a_1 z^{-1} - a_2 z^{-2}) = X(z)(b_0 + b_1 z^{-1} + b_2 z^{-2}).
\]

Rearranging:

\[
\frac{Y(z)}{X(z)} = \frac{b_0 + b_1 z^{-1} + b_2 z^{-2}}{1 - a_1 z^{-1} - a_2 z^{-2}}.
\]

Since \( H(z) = \frac{Y(z)}{X(z)} \) by definition, we have found our transfer function.

Next, to find the zeros, we set the numerator to 0:

\[
b_0 + b_1 z^{-1} + b_2 z^{-2} = 0.
\]

Putting this in terms of positive exponents for \( z \):

\[
b_0 z^2 + b_1 z + b_2 = 0.
\]

Using the quadratic formula, we find the roots are:

\[
\frac{-b_1 + \sqrt{(b_1)^2 - 4b_0 b_2}}{2b_0}
\]

and

\[
\frac{-b_1 - \sqrt{(b_1)^2 - 4b_0 b_2}}{2b_0}.
\]
We find the poles in a similar way. First, set the denominator to 0:

\[ 1 - a_1 z^{-1} - a_2 z^{-2} = 0. \]

Putting this in terms of positive exponents for \( z \):

\[ z^2 - a_1 z - a_2 = 0. \]

Using the quadratic formula, we find the roots, noting that \( a_0 = 1 \), while we negate the \( a_1 \) and \( a_2 \) values:

\[ \frac{-(-a_1) + \sqrt{(-a_1)^2 - 4(-a_2)}}{2} \]

and

\[ \frac{-(-a_1) - \sqrt{(-a_1)^2 - 4(-a_2)}}{2}. \]

**Example:**
Suppose we have an IIR filter with feed-forward coefficients \( \{4, 5, 6\} \), and feed-back coefficients \( \{2, 3\} \). What is the transfer function? Where are the zeros? Where are the poles?

**Answer:**
We find the transfer function as we did above: First, we write the time-domain function describing the input/output:

\[ y[n] = 4x[n] + 5x[n - 1] + 6x[n - 2] + 2y[n - 1] + 3y[n - 2]. \]

Finding the \( z \)-transform:

\[ Y(z) = 4X(z) + 5X(z)z^{-1} + 6X(z)z^{-2} + 2Y(z)z^{-1} + 3Y(z)z^{-2}. \]

Grouping the terms:

\[ Y(z)(1 - 2z^{-1} - 3z^{-2}) = X(z)(4 + 5z^{-1} + 6z^{-2}). \]

Rearranging:

\[ \frac{Y(z)}{X(z)} = \frac{4 + 5z^{-1} + 6z^{-2}}{1 - 2z^{-1} - 3z^{-2}}. \]
Since $H(z) = Y(z)/X(z)$ by definition, we have found our transfer function:

$$H(z) = \frac{4 + 5z^{-1} + 6z^{-2}}{1 - 2z^{-1} - 3z^{-2}}.$$

Next, to find the zeros, we set the numerator to 0:

$$4 + 5z^{-1} + 6z^{-2} = 0.$$

Putting this in terms of positive exponents for $z$:

$$4z^2 + 5z + 6 = 0.$$

Using the quadratic formula, we find the roots are:

$$z = \frac{-5 \pm \sqrt{(5)^2 - 4 \times 4 \times 6}}{2 \times 4}.$$

A MATLAB session showing the calculations follows.

```matlab
>> B = [4, 5, 6];
>> zero1 = (-B(2) + sqrt(B(2)^2 - 4*B(1)*B(3)))/(2*B(1))
zero1 =
-0.6250 + 1.0533i

>> zero2 = (-B(2) - sqrt(B(2)^2 - 4*B(1)*B(3)))/(2*B(1))
zero2 =
-0.6250 - 1.0533i
```

We find the poles in a similar way. First, set the denominator to 0:

$$1 - a_1z^{-1} - a_2z^{-2} = 0.$$
Putting this in terms of positive exponents for $z$:

$$z^2 - a_1 z - a_2 = 0.$$  

Using the quadratic formula, we find the roots, noting that $a_0 = 1$, while we negate the $a_1$ and $a_2$ values:

$$\frac{-(-a_1) + \sqrt{(-a_1)^2 - 4(-a_2)}}{2}$$

and

$$\frac{-(-a_1) - \sqrt{(-a_1)^2 - 4(-a_2)}}{2}.$$  

The following MATLAB code demonstrates this.

```matlab
>> A = [1, -2, -3];
>> pole1 = (-A(2) + sqrt(A(2)^2 - 4*A(1)*A(3)))/(2*A(1))
pole1 =
   3

>> pole2 = (-A(2) - sqrt(A(2)^2 - 4*A(1)*A(3)))/(2*A(1))
pole2 =
  -1
```

Finally, we can plot the zeros and poles with the following command:

```matlab
>> zplane([4, 5, 6], [1, -2, -3]);
```

Figure 8.4 shows the plot generated by the above command. Notice that the parameter is a row vector containing the filter’s feed-forward coefficients. The second parameter is 1, followed by negated versions of the filter’s feed-back coefficients. The reason that they are negated and preceded by a 1 has to do with the transfer function; these vectors are not the filter coefficients, but the constants from the polynomials of the transfer function. Of course, the transfer function depends directly on the filter coefficients, so we see the same numbers (2 and 3) show up in both. Please note that the `zplane` function requires the parameters to be row vec-
tors, otherwise they will not be interpreted as the transfer function’s nominator and denominator.

![Zeros and Poles for an example IIR filter](image)

**Figure 8.4:** Example plot of zeros and poles.

By definition, a pole is a value for $z$ such that the transfer function becomes infinite. Any $z^{-k}$ quantity can be considered $\frac{1}{z^k}$, and if $z = 0$, this value is infinite. Therefore, for each occurrence of $z^{-k}$ in the numerator, we could consider it to have a corresponding pole at $z = 0$. This is why the `zplane` function will plot poles even when we set the denominator to 1, i.e., there is no feedback. Does this mean that an FIR filter is unstable for zero frequency? No, this is not the case. Zero frequency means that the input never changes, that we have an endless repetition of some value at the input. But a value of $z = 0$ means that the magnitude has a zero value; the angle (frequency) can be any value. In other words, if the frequency is zero and the magnitude is not zero, we have a stability for the filter. How can an FIR filter be made nonstable? This happens only when it has an infinite number of filter coefficients, in which case it will have an infinite sum for its $z$-transform.
8.10 Trends of a Simple IIR Filter, Part II

Remember when we examined the output from a simple IIR filter, Figure 3.29? We saw that the feedback coefficient $a$ played a key role in determining how the output’s behavior. Now that we have the $z$-transform, we can predict the behavior based upon $a$. The input/output equation is given as:

$$y[n] = bx[n] + ay[n - 1].$$

Taking the $z$-transform, we get:

$$Y(z) = bX(z) + aY(z)z^{-1}$$

$$\frac{Y(z)}{X(z)} = \frac{b}{1 - az^{-1}}.$$

We see that there is a pole at $z = a$, and this pole lies inside the unit circle when $|a| < 1$. This gives the stability that we saw in Figure 3.29 (top). We observe conditional stability in the middle two plots, and unstable cases in the bottom two plots.

8.11 Summary

This chapter introduces the $z$-transform as a generalization of the Fourier transform. It is useful in talking about the frequency response of filters, and whether an IIR filter is stable or not. An FIR filter is stable for all practical purposes (barring any theoretically possible but impossible-to-build system, such as one with an infinite number of taps).

The $z$-transform allows us to calculate a filter’s effect on an input without having to specify the input, called the transfer function $H(z)$. We have zeros and poles, corresponding to a transfer function’s response of zero or $\pm \infty$. A good way to think of $H(z)$ is as a two-dimensional function that gives us a surface, based upon the two-dimensional variable $z$. This chapter demonstrated that multiplication by $z^{-1}$ corresponds to a delay of one unit of time. Also, as we saw in this chapter, multiplication in the frequency-domain is equivalent to convolution in the time-domain.

There is an inverse $z$-transform, but it is outside the scope of this text; see *The Electrical Engineering Handbook* by W. K. Chen (ed), [27] for more information.
8.12 Review Questions

1. What is the $z$-transform of $x = \{3, 2, 4\}$?

2. A FIR filter has the following filter coefficients: $\{1, -1\}$. What is the frequency response? Where are the zeros located? Use MATLAB to calculate the output with an input of $\cos(2\pi 100t)$, sampled at $f_s = 200$ samples/second.

3. A FIR filter has the following filter coefficients: $\{1, 1\}$. What is the frequency response? Where are the zeros located? Use MATLAB to calculate the output with an input of $\cos(2\pi 100t)$, sampled at $f_s = 200$ samples/second.

4. A filter has the following transfer function:

   \[ H(z) = \frac{1 + 3z^{-1} - 4z^{-2}}{1 - z^{-1} - 6z^{-2}}. \]

   a. Determine where the zeros and poles are.

   b. Plot these (by hand) on the $z$-plane, with an $x$ for a pole and an $o$ for a zero. Is this filter stable?

   c. Draw the filter in terms of multipliers, adders, and delay units.

5. What is the $z$-transform of the transfer function, $H(z)$, for the following filters?

   a. FIR filter with coefficients $b[k] = \{-17, 29, 107, 62\}$

   b. IIR filter with feed-forward coefficients $b[k] = \{-17, 29, 107, 62\}$ and feedback coefficients $a[k] = \{4, -7, -26, -15\}$

6. Where are the zeros and poles located for the following transfer functions? Are these filters stable?

   a. 

   \[ H(z) = \frac{1}{\sqrt{2}} - \frac{1}{\sqrt{2}} z^{-1} \]

   b. 

   \[ H(z) = \frac{1}{\sqrt{2}} - \frac{1}{\sqrt{2}} z^{-1} \]

   c. 

   \[ H(z) = (1 + 4z^{-2})/(1 - 4z^{-1} + 3z^{-2}) \]
7. Suppose we have a filter with the following transfer function. What value for \( H(z) \) do we have when \( z = 2e^{j\pi/6} \)? What about when \( z = 2e^{-j2\pi/6} \)? Find these analytically, and reduce the answer to a single complex value, then write a program to demonstrate this.

\[
H(z) = 1 - z^{-1} + z^{-2}
\]
Chapter 9

The Wavelet Transform

The Discrete Wavelet Transform (DWT) is used in a variety of signal processing applications, such as video compression [28], Internet communications compression [29], object recognition [30], and numerical analysis. It can efficiently represent some signals, especially ones that have localized changes. Consider the example of representing a unit impulse function with the Fourier transform, which needs an infinite amount of terms because we are trying to represent a single quick change with a sum of sinusoids. However, the wavelet transform can represent this short-term signal with only a few terms.

This transform came about from different fields, including mathematics, physics, and image processing. Essentially, people in different areas were doing the same thing, but using different terminology. In the late 1980s, Stéphane Mallat unified the work into one topic [1].

This transform is discrete in time and scale. In other words, the DWT coefficients may have real (floating-point) values, but the time and scale values used to index these coefficients are integers. The wavelet transform is gaining popularity with the recent JPEG-2000 standard, which incorporates multiresolution analysis. This chapter explains how the wavelet transform works, and shows how the wavelet breaks a signal down into detail signals and an approximation.

We call an octave a level of resolution, where each octave can be envisioned as a pair of FIR filters, at least for the one-dimensional case. One filter of the analysis (wavelet transform) pair is a lowpass filter (LPF), while the other is a highpass filter (HPF), Figure 9.1. Each filter has a down-sampler after it, to make the transform efficient. Figure 9.2 shows the synthesis (inverse wavelet transform) pair, consisting of an inverse lowpass filter (ILPF) and an inverse highpass filter (IHPF), each preceded by an up-sampler. A lowpass filter produces the average signal, while a highpass filter produces the detail signal. For example, a simple lowpass filter may
have coefficients \( \frac{1}{2}, \frac{1}{2} \), producing outputs \( (x[n] + x[n - 1])/2 \), which is clearly the average of two samples. A corresponding simple highpass filter would have coefficients \( \frac{1}{2}, -\frac{1}{2} \), producing outputs \( (x[n] - x[n - 1])/2 \), half the difference of the samples. While the average signal would look much like the original, we need the details to make the reconstructed signal match the original. Multiresolution analysis feeds the average signal into another set of filters, which produces the average and detail signals at the next octave \([1]\). The detail signals are kept, but the higher octave averages can be discarded, since they can be recomputed during the synthesis. Each octave’s outputs have only half the input’s amount of data (plus a few coefficients due to the filter). Thus, the wavelet representation is approximately the same size as the original.

Using the discrete wavelet transform on images (or other 2D data) can be accomplished with the \texttt{dwt2} and \texttt{idwt2} functions. Making your own 2D transform can be accomplished in one of two ways; either by applying the low- and high-pass filters along the rows of the data, then applying each of these filters along the columns of the previous results, or by applying four matrix convolutions, one for each lowpass/highpass, horizontal/vertical combination (i.e., low-horizontal low-vertical, low-horizontal high-vertical, etc.). \textit{Separability} means that the 2D transform is simply an application of the 1D DWT in the horizontal and vertical directions \([31]\). The nonseparable 2D transform works a bit differently, since it computes the transform based on a 2D sample of the input convolved with a matrix, but the results are the same. Think of this as two ways of reaching the same answer; just as we can combine two filters into one (section 8.2), we can combine horizontal and vertical operations into a matrix multiplication.

The main difference between the 1D, 2D, and 3D DWT is that a pair of filters
The Wavelet Transform operates on each channel for each dimension. Figures of these should not be taken too literally, since there are more efficient ways to implement all three architectures [32].

This chapter examines how FIR filters can be used to perform the wavelet transform. First, we will look at the Haar transform, which was developed by Alfred Haar before the term "wavelet" was coined [33]. Later, we will examine the wavelet transform with the four-coefficient Daubechies wavelet [2]. The Daubechies wavelets are actually a generalization of the Haar transform, and sometimes the Haar transform is referred to as a 2-coefficient Daubechies wavelet. Daubechies actually has a family of wavelets, using the pattern we see below, except with more coefficients.

9.1 The Two-Channel Filter Bank

To demonstrate a general transform, we use Figure 9.3 below. Here, an input signal feeds to two channels, each with a pair of FIR filters. We call this structure a two-channel filter bank.

![Figure 9.3: A two-channel filter bank.](image)

The left half of Figure 9.3 performs the forward transform, also called analysis, while the right half corresponds to the inverse transform, also called synthesis. When we talk about a transform such as the Haar transform or the wavelet transform, we refer only to the analysis part, the left half of the figure. On the other hand, the inverse Haar transform takes place on the right half of the figure. Putting the forward and inverse transforms together, we expect that the output of the two-channel filter bank \( y[n] \) is exactly the same as the input \( x[n] \), with the possible exception of a time delay, such as \( y[n] = x[n - k] \), where \( k = 1 \) for two coefficients.

The complementary filters of a filter bank divide the signal into subsignals of low-frequency components and one of high-frequency components. This approach is called subband coding.

For the inverse transform, each of the filters' outputs \( w[n] \) and \( z[n] \) goes to another FIR filter, after which the two channels are recombined by addition to form \( y[n] \). The idea is that \( w[n] \) and \( z[n] \) are a transformed version of \( x[n] \), and that \( y[n] \) is the signal after the inverse transform. We expect that \( y[n] \) is the same as \( x[n] \), assuming that we did not alter the signal along the way. If we wanted to perform
lossy compression, for example, we might alter \( z[n] \) so that it can be stored more efficiently. Of course, this would mean that \( y[n] \) would not be \( x[n] \) exactly, but rather it would be an approximation of \( x[n] \). The discussion here assumes that we want perfect reconstruction, that is, that \( y[n] \) will be an exact copy of \( x[n] \), though it may be a delayed version. To get perfect reconstruction, we have to choose our filter coefficients with care. Let’s use the following values:

\[
\begin{align*}
h_0 &= \{a, b\} \\
h_1 &= \{b, -a\} \\
g_0 &= \{b, a\} \\
g_0 &= \{-a, b\}.
\end{align*}
\]

Let’s see what the signals \( w[n] \) and \( z[n] \) would be. This is the forward transform:

\[
\begin{align*}
w[n] &= ax[n] + bx[n - 1] \\
z[n] &= bx[n] - ax[n - 1].
\end{align*}
\]

We will also need to know \( w[n-1] \) and \( z[n-1] \), which can be found by replacing \( n \) with \( n-1 \):

\[
\begin{align*}
w[n-1] &= ax[n-1] + bx[n - 2] \\
z[n-1] &= bx[n-1] - ax[n - 2].
\end{align*}
\]

Now we can talk about what \( y[n] \) is, after the inverse transform:

\[
\]

However, it is interesting to see how \( y[n] \) relates to the original signal, \( x[n] \):

\[
\begin{align*}
y[n] &= b(ax[n] + bx[n - 1]) + a(ax[n-1] + bx[n - 2]) - a(bx[n] - ax[n - 1]) + b(bx[n-1] - ax[n - 2]) \\
\end{align*}
\]

Repeating the previous equation, but eliminating the parts that cancel:

\[
\begin{align*}
y[n] &= bbx[n - 1] + aax[n - 1] + bbx[n - 1]
\end{align*}
\]
The Wavelet Transform

\[ y[n] = (2aa + 2bb)x[n - 1]. \]

The Haar transform is a very simple wavelet transform. If we carefully choose our coefficients \( a \) and \( b \) above, we will have the Haar transform. If \( 2aa + 2bb = 1 \), then \( y[n] = x[n - 1] \), meaning that the output is the same as the input, only delayed by 1. We can handle the coefficients \( a \) and \( b \) in one of two ways. Either we can make them both 1, which makes the filters easier to implement, and then remember to divide all \( y[n] \) values by \( (2 \times 1^2 + 2 \times 1^2) = 4 \), or we can choose our \( a \) and \( b \) values to make sure that \( (aa + bb) = 1 \). If we force \( aa = 1/2 \), and \( bb = 1/2 \), then \( a = b = 1/\sqrt{2} \). These values correspond to the Haar transform. The reason we want \( (aa + bb) = 1 \) and not \( 2(aa + bb) = 1 \) has to do with the down/up-samplers, discussed later in this chapter.

### 9.2 Quadrature Mirror Filters and Conjugate Quadrature Filters

Sometimes two-channel filter banks are referred to as subband coders. Here, we will use the terms interchangeably, though subband coders may have more than two channels. You may also see a two-channel filter bank called a quadrature mirror filter (QMF), or a conjugate quadrature filter (CQF), though “two-channel filter bank” is the most general of these three terms. The QMF and CQF both put conditions on the filter coefficients to cancel aliasing terms and get perfect reconstruction. In other words, a quadrature mirror filter and a conjugate quadrature filter are both types of two-channel filter banks, with the same structure. The only differences between a QMF, CQF, or another two-channel filter bank are the filter coefficients.

We specify the coefficients in terms of one of the analysis filters, and we will label these coefficients \( h_0 \). The other filter coefficients \( (h_1, g_0, g_1) \) are typically obtained from \( h_0 \). After all, we cannot just use any values we want for the filter coefficients or the end result will not match our original signal.

Essentially, a quadrature mirror filter specifies that \( h_1 \) uses the same filter coefficients as \( h_0 \), but negates every other value. The reconstruction filter \( g_0 \) is the same as \( h_0 \), and the filter coefficients \( g_1 = -h_1 \), meaning that we copy \( h_1 \) to \( g_1 \) and negate all of \( g_1 \)'s values. See Figure 9.4 for an example using two coefficients. An interesting note about the QMF is that this does not work in general. Practically speaking, the QMF has only two coefficients (unless one uses IIR filters).

The conjugate quadrature filter specifies \( h_1 \) as a reversed version of \( h_0 \), with
every other value negated [34]. If \( h_0 = [a, b, c, d] \), then \( h_1 \) will be \([d, -c, b, -a]\) \(^1\).

For reconstruction, \( g_0 \) and \( g_1 \) are reversed versions of \( h_0 \) and \( h_1 \), respectively. Using the \( h_0 \) values from above, we get \( g_0 = [d, c, b, a] \), and \( g_1 = [-a, b, -c, d] \). Figure 9.5 shows what this looks like for two coefficients.

![Figure 9.5](image-url)

**Figure 9.5:** A conjugate quadrature filter for the Haar transform.

For two coefficients that are the same (\( a = b \) in the figures), the QMF and the CQF have identical filter coefficients. The CQF is actually an improvement of the QMF, in the sense that it works for larger filters (assuming an even number of filter coefficients). Notice that both Figures 9.4 and 9.5 specify the Haar transform when \( a = b \). We will use this transform often, since it has only two coefficients, but it is an example of a wavelet.

Though there are four filters, the name (“quadrature”) actually comes from the fact that the frequency responses of the lowpass and highpass filters are symmetric around the “quadrature” point \( \pi/2 \). Consider the spectrum of a filter’s response: for real signals, we show only the first half, frequencies from 0 to \( \pi \). If we divide this into an ideal lowpass and highpass section, we divide it halfway again, i.e., at point \( \pi/2 \). The “mirror” term comes from the highpass filter’s frequency magnitude response being a mirror image of the lowpass filter’s frequency magnitude.

### 9.3 How the Haar Transform Is a 45-Degree Rotation

A *basis* is a projection onto a coordinate axis. If we have a point on a graph, we can talk of its distance from the origin, another point used for reference. But this

\(^1\)MATLAB uses \( h_1 = [-d, c, -b, a] \).
only narrows it down to a circle, so we need more information: the angle between the vector made by the origin to the point of interest, and another line for reference (i.e., the x-axis). For a point in 2D space, these polar coordinates are sufficient information to unambiguously locate the point with respect to the origin. But we often use the Cartesian basis {1, 0} and {0, 1} to represent this point, which tells about the point in terms of a unit vector along the x-axis and another unit vector along the y-axis (they are normalized). We know that the y-axis intersects the x-axis at the origin, and that there is a 90-degree angle between them (they are orthogonal). Though, generally speaking, we could use a different set of axes (i.e., a different basis).

The Haar basis is \{ 1/\sqrt{2}, 1/\sqrt{2} \} and \{1/\sqrt{2}, -1/\sqrt{2} \}, instead of the normal Cartesian basis. This section answers the question of what the points look like in the Haar-domain instead of the Cartesian-domain. What we will see is that the points have the same relationship to one another, but the coordinate system moves by a rotation of 45 degrees.

First, consider the points \((x_1, y_1), (x_2, y_2), etc.\) as the array \(\{x_1, y_1, x_2, y_2, etc.\}\). The Cartesian system simply isolates the x’s and y’s, as in:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\ y_1 \\ x_2 \\ y_2 \\
\end{bmatrix}.
\]

Whereas the Haar system does the following:

\[
\frac{1}{\sqrt{2}}
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\ y_1 \\ x_2 \\ y_2 \\
\end{bmatrix}.
\]

For example, the Cartesian coordinates \((1, 10)\) would be mapped to \(\left(\frac{1+10}{\sqrt{2}}, \frac{1-10}{\sqrt{2}}\right)\), or \(\left(\frac{11}{\sqrt{2}}, \frac{-9}{\sqrt{2}}\right)\) in the Haar-domain.

### 9.3.1 How The Haar Transform Affects a Point’s Radius

Consider these numbers to be vectors (i.e., in polar coordinates). The magnitude and angle can be found with a little geometry. In fact, the magnitude can be found using Pythagoras’ theorem. The magnitude of the Cartesian coordinates \((1, 10)\) is
\[ \sqrt{1^2 + 10^2} = \sqrt{101} \]. The magnitude of the Haar coordinates \( \left( \frac{11}{\sqrt{2}}, \frac{-9}{\sqrt{2}} \right) \) is

\[
\sqrt{\left( \frac{11}{\sqrt{2}} \right)^2 + \left( \frac{-9}{\sqrt{2}} \right)^2} = \sqrt{\frac{121}{2} + \frac{81}{2}} = \sqrt{\frac{202}{2}} = \sqrt{101}.
\]

This example shows that the magnitudes are the same. In other words, when we consider the point \((1, 10)\) as a distance from the origin and a rotation from the positive x-axis, the Haar transform does not affect the distance. We can show that this is the case for ANY arbitrary point by replacing \((1, 10)\) above with \((x, y)\). In the Haar-domain, we would have points \( \left( \frac{x+y}{\sqrt{2}}, \frac{x-y}{\sqrt{2}} \right) \). Now, considering these points as polar coordinates, we see that the magnitude of the Cartesian coordinates is \( \sqrt{x^2 + y^2} \). The magnitude of the Haar coordinates is

\[
\sqrt{\left( \frac{x+y}{\sqrt{2}} \right)^2 + \left( \frac{x-y}{\sqrt{2}} \right)^2} = \sqrt{\left( \frac{x^2 + 2xy + y^2}{2} \right) + \left( \frac{x^2 - 2xy + y^2}{2} \right)}
\]

\[
= \sqrt{\frac{2x^2 + 2y^2}{2}} = \sqrt{x^2 + y^2}.
\]

Therefore, the Haar transform does not affect the distance of a point from the origin. It does, however, affect the angle of the point in relation to the x-axis.

### 9.3.2 How The Haar Transform Affects a Point’s Angle

To see how the angle changes for the Haar transform, we will start again with the point \((1, 10)\), which we know becomes \( \left( \frac{11}{\sqrt{2}}, \frac{-9}{\sqrt{2}} \right) \) in the Haar-domain. What are the angles that these points make with respect to their x-axes? The formula for finding the angles (labeled \( \theta \)) is given below. Note that \( \text{atan} \) finds the arctangent.

```matlab
if (x > 0)
    theta = atan (y/x)
elseif (x < 0)
    if (y < 0)
        theta = atan (y/x) - pi
    else
        theta = atan (y/x) + pi
    end
else
    \% The vector lies on the y-axis.
```
\begin{align*}
\text{theta} &= \text{sign}(y) \cdot (\pi/2) \\
\text{end}
\end{align*}

The angle made by the Cartesian coordinates \((1, 10)\) is 84.29°. The angle made by the same coordinates after the Haar transform is \(\tan^{-1} \left( \frac{10}{11} \right) = -39.29°\).

Looking at the relationship between the two in general, the Angle Cartesian = \(\tan^{-1} \left( \frac{y}{x} \right) \), while the Angle Haar = \(\tan^{-1} \left( \frac{(x-y)/\sqrt{2}}{(x+y)/\sqrt{2}} \right) = \tan^{-1} \left( \frac{x-y}{x+y} \right) \).

The formula above is rather cumbersome to deal with, due to the ambiguous nature of the \(\arctan\) function, and because of a potential divide-by-zero problem when \(x = 0\). For the first consideration, this becomes a little easier when we replace \(x\) and \(y\) with their polar coordinate equivalents. That is, we will replace \(x\) and \(y\) with \(r \cos(\theta_1)\) and \(r \sin(\theta_1)\), respectively. The Haar-domain values are then \(r(\cos(\theta_1) + \sin(\theta_1))/\sqrt{2}\) and \(r(\cos(\theta_1) - \sin(\theta_1))/\sqrt{2}\), respectively. Finding the new angle (the Haar-domain angle, \(\theta_2\)), we plug the Haar-domain values from above into the equation \(\theta = \tan^{-1}(\frac{x}{y})\) to find:

\[
\theta_2 = \tan^{-1} \left( \frac{r(\cos(\theta_1) - \sin(\theta_1))/\sqrt{2}}{r(\cos(\theta_1) + \sin(\theta_1))/\sqrt{2}} \right).
\]

An interesting thing to notice is that the term \(r/\sqrt{2}\) cancels itself out, meaning that the radii of the polar values do not matter. In other words, the value for \(\theta_2\) depends solely on \(\theta_1\). This should be expected, since we already know from section 9.3.1 that the two radii are equal. So the equation for \(\theta_2\) simplifies to:

\[
\theta_2 = \tan^{-1} \left( \frac{\cos(\theta_1) - \sin(\theta_1)}{\cos(\theta_1) + \sin(\theta_1)} \right).
\]

We can divide by \(\cos(\theta_1)\), giving us:

\[
\theta_2 = \tan^{-1} \left( \frac{\sin(\theta_1)}{\cos(\theta_1)} \right).
\]

We then replace \(\frac{\sin(\theta_1)}{\cos(\theta_1)}\) with \(\tan(\theta_1)\):

\[
\theta_2 = \tan^{-1} \left( \frac{1 - \tan(\theta_1)}{1 + \tan(\theta_1)} \right).
\]
Since \( \tan(\pi/4) = 1 \), we will replace the 1 in the numerator. Also in the denominator, 
\[ \tan(\theta_1) = 1 \times \tan(\theta_1) = \tan(\pi/4)\tan(\theta_1) \]. This gives us:

\[
\theta_2 = \tan^{-1} \left( \frac{\tan(\pi/4) - \tan(\theta_1)}{1 + \tan(\pi/4)\tan(\theta_1)} \right).
\]

Now comes the point of all this manipulation. There is a trigonometric identity\(^2\) that says:

\[
\tan(\alpha - \beta) = \frac{\tan(\alpha) - \tan(\beta)}{1 + \tan(\alpha)\tan(\beta)}.
\]

It is no coincidence that the right side of the above identity looks a lot like part of our expression for \( \theta_2 \). Once we use this identity, it simplifies our equation:

\[
\theta_2 = \tan^{-1}(\tan(\pi/4 - \theta_1))
\]

\[
\theta_2 = \pi/4 - \theta_1.
\]

This says what we expect it to; that the Haar transform is a rotation by \( \pi/4 \) radians, or 45 degrees.

### 9.4 Daubechies Four-Coefficient Wavelet

Let’s also consider the case of four coefficients in a conjugate quadrature filter. Figure 9.6 shows a structure similar to Figure 9.5, except that its FIR filters have four taps (use four coefficients).

![Figure 9.6: A two-channel filter bank with four coefficients.](image)

The expressions for \( w[n] \) and \( z[n] \) can be found in a similar manner as in section 9.1:

\[
\]

\[
\]

\(^2\)Thanks to Mr. Srikanth Tirupathi for pointing this out.
We will also need $w[n-1], w[n-2]$, and so forth, so it is helpful to define these for an integer $k$:

\[
  w[n-k] = ax[n-k] + bx[n-k-1] + cx[n-k-2] + dx[n-k-3]
\]
\[
\]

Now we can put this all together, and express $y[n]$ in terms of $x[n]$ only:

\[
\]
\[
\]

\[
y[n] = d(ax[n] + bx[n-1] + cx[n-2] + dx[n-3])
\]
\[
  + c(ax[n-1] + bx[n-2] + cx[n-3] + dx[n-4])
\]
\[
\]
\[
  + a(ax[n-3] + bx[n-4] + cx[n-5] + dx[n-6])
\]
\[
  - a(dx[n] - cx[n-1] + bx[n-2] - ax[n-3])
\]
\[
  + b(dx[n-1] - cx[n-2] + bx[n-3] - ax[n-4])
\]
\[
\]
\[
\]

Multiplying through:

\[
\]
\[
\]
\[
\]
\[
\]
\[
\]
\[
\]
\[
\]
\[
\]

Now we rewrite this equation to line up the $x[n-k]$ values properly:
\[ y[n] = \]
\[ + bdx[n - 5] \]
\[ + acx[n - 5] + adx[n - 6] \]
\[ + aax[n - 3] + abx[n - 4] \]
\[ + bdx[n - 5] \]
\[ + adx[n - 6] \]

Repeating the above equation, only eliminating the parts that cancel:

\[ y[n] = \]
\[ bdx[n - 1] + ddx[n - 3] \]
\[ + acx[n - 1] + ccx[n - 3] \]
\[ + acx[n - 1] + aax[n - 3] \]
\[ + bdx[n - 1] + bxx[n - 3] \]
\[ + ccx[n - 3] + bdx[n - 5] \]
\[ + ddx[n - 3] + bdx[n - 5] \]

The terms \( x[n - 1] \) and \( x[n - 5] \) are pesky, since we want each output of \( y[n] \) to depend upon only one input of \( x[n] \). But if \( ac \) happens to equal \(-bd\), then these terms will cancel each other out. Therefore, we will make this a requirement. If \( ac + bd = 0 \), then the \( x[n - 1] \) and \( x[n - 5] \) terms are eliminated, and we are left with:

\[ y[n] = 2(aa + bb + cc + dd)x[n - 3] \]

or that \( y[n] \) is a delayed version of \( x[n] \), multiplied by a constant. Of course, we could have a second requirement that this constant be 1. The Daubechies coefficients satisfy both of these criteria: (These are the lowpass coefficients from \texttt{db2}, obtained from MATLAB)

\[ a = -0.1294 \]
\[ b = 0.2241 \]
\[ c = 0.8365 \]
\[ d = 0.4830 \]

\[ ac = -0.1083 \]
Errors due to precision come about when using wavelets. The coefficients above are actually an approximation of the following Daubechies coefficients (obtained from [3]):

\[
a = \frac{1 - \sqrt{3}}{4\sqrt{2}}, \quad b = \frac{3 - \sqrt{3}}{4\sqrt{2}}, \quad c = \frac{3 + \sqrt{3}}{4\sqrt{2}}, \quad d = \frac{1 + \sqrt{3}}{4\sqrt{2}}.
\]

Note that the reference gives these as the highpass filter coefficients, which means that the \( b \) and \( d \) values above were negated. So,

\[
ac = -\frac{2\sqrt{3}}{32}, \quad bd = \frac{2\sqrt{3}}{32}.
\]

Therefore:

\[
a c = -bd.
\]

Using these coefficients, we see that:

\[
a^2 = \frac{4 - 2\sqrt{3}}{32}, \quad b^2 = \frac{12 - 6\sqrt{3}}{32}, \quad c^2 = \frac{12 + 6\sqrt{3}}{32}, \quad d^2 = \frac{4 + 2\sqrt{3}}{32}.
\]

Finding the sum \( aa + bb + cc + dd \) leads to:

\[
a^2 + b^2 + c^2 + d^2 = \frac{4 - 2\sqrt{3} + 12 - 6\sqrt{3} + 12 + 6\sqrt{3} + 4 + 2\sqrt{3}}{32}
\]

\[
a^2 + b^2 + c^2 + d^2 = \frac{4 + 12 + 12 + 4}{32}
\]

\[
a^2 + b^2 + c^2 + d^2 = 1.
\]

This is what we should expect—that the values for \( a, b, c, \) and \( d \) are carefully chosen so that the output \( y[n] \) is just a delayed version of the input \( x[n] \). But above we found that \( y[n] = 2(aa + bb + cc + dd)x[n - 3] \), so these coefficients mean that \( y[n] = 2x[n - 3] \). Why is the 2 there? The answer for this lies in the down-sampling operation. We have not yet looked at the effect of the down-sampling operation, but it gives us the same outputs, only at 1/2 the scale. That is, if we use the above Daubechies coefficients, but with down-samplers and up-samplers in place, then we get \( y[n] = x[n - 3] \). This is why \( aa + bb + cc + dd = 1 \), instead of 1/2. This is shown in section 9.5.
9.5 Down-Sampling and Up-Sampling

The *down-sampling* operation is easy enough to envision: only the even indexed values are kept. It squeezes the signal to half of its size. The inverse operation, *up-sampling*, stretches the signal back out, usually by inserting a 0 between each two successive samples. The effect of a down-sampler followed by an up-sampler is that every other value will be 0.

In this text, we show the down-sampler as the arrow followed by the number 2, as in the top left corner of Figure 9.7, and the up-sampler as in the top right corner of the same figure. Alternatively, some texts use the two symbols along the bottom of this figure [35], as in two inputs enter but only one leaves for the down-sampler, and one input enters but two exit the up-sampler.

![Figure 9.7: Different ways to indicate down-samplers and up-samplers.](image)

9.5.1 Example Using Down/Up-Samplers

Intuitively, using up- and down-samplers may seem like it cannot work. How can we throw out half of our calculations after filtering without losing information? This section gives a brief example of how this process works.

Figure 9.8 shows an example of a two-channel filter bank with down-samplers followed by up-samplers. The filters are very simple, in fact, these filters would be implemented as in Figure 8.2, which reduces down to Figure 8.3.

![Figure 9.8: A simple filter bank demonstrating down/up-sampling.](image)

Since the filter with coefficients \( \{1, 0\} \) allows the input to pass through to the output, we will replace it with a simple line. Likewise, we can replace the filter with
coefficients of \{0, 1\} with a delay unit. With these modifications in place, we have the revised filter of Figure 9.9.

Figure 9.9: A simple filter bank demonstrating down/up-sampling, reduced.

Now we are ready to trace an input through to the output, with the values \(x[0], x[1], x[2], x[3], x[4], x[5]\), etc. Keep in mind that these inputs are listed in order from left to right, so that \(x[0]\) enters the filter bank first, followed by \(x[1]\), and so forth.

Figure 9.10: Tracing input to output of a simple filter bank.

Looking at the top channel of Figure 9.10, we see the input values go to the down-sampler, whose output is \(x[0], x[2], x[4]\), etc., the even values of \(x\). The forward transform ends here for this channel, but we will see what this channel contributes to the output. The up-sampler inserts zeros between values, to generate the sequence \(0, x[0], 0, x[2], 0, x[4], 0\), etc. Next comes the delay unit, which means that every input to it will appear at the output one time step later. We note this as a zero for its first output, followed by the signal that reaches it. The reason for the delay unit should be apparent when we consider the bottom channel. Thus, the top channel contributes a signal of \(0, x[0], 0, x[2], 0, x[4], 0\), etc., the even values of \(x\) with zeros between the values.
Now we turn our attention to the bottom channel of Figure 9.10. The delay unit shift our inputs over one unit, so its first output is zero, followed by \( x[0], x[1], x[2] \), etc. When this signal reaches the down-sampler, it has the effect of removing every other value. Since 0 is the first input, it passes through, while \( x[0] \) is discarded. Thus, the down-sampler’s output is \( 0, x[1], x[3], x[5] \), etc. At the end of the forward transform for the bottom channel, we see that we have the odd values for \( x \). The synthesis side of the QMF for the bottom channel simply up-samples the signal. This results in the pattern \( 0, 0, x[1], 0, x[3], 0, x[5] \), etc.

Combining the top channel with the bottom channel with addition results in
\[
0 + 0, x[0] + 0, 0 + x[1], x[2] + 0, 0 + x[3], x[4] + 0, 0 + x[5], \text{etc.}
\]

This demonstration shows that performing down and up-sampling on the channels of a QMF is not as crazy as it sounds. In effect, the QMF of Figure 9.8 breaks the input into its even values and its odd values, then adds them back together. This results in an output that matches the input, except for a delay.

### 9.5.2 Down-Sampling and Up-Sampling with 2 Coefficients

With wavelets, the filter bank structure will include down-samplers and up-samplers in the following configuration, Figure 9.11. In each channel, the signal undergoes several changes. To keep them distinct, they are each labeled. In the upper channel, we have \( z[n] \), which is the output from the first or “analyzing” FIR filter, then \( z_d[n] \) corresponds to \( z[n] \) after it has been down-sampled, then \( z_u[n] \) represents the signal after up-sampling, and finally \( z_f[n] \) gives us the final values for that channel.

\[
\begin{align*}
  w[n] &= ax[n] + bx[n-1] \\
  z[n] &= bx[n] - ax[n-1].
\end{align*}
\]

Signals \( w[n-1] \) and \( z[n-1] \), are again found by replacing \( n \) above with \( n-1 \):
\[
\begin{align*}
  w[n-1] &= ax[n-1] + bx[n-2]
\end{align*}
\]
\[ z[n - 1] = bx[n - 1] - ax[n - 2]. \]

Looking at \( w_d[n] \) and \( z_d[n] \), we have to be a bit careful. We make the statements below for the even values of \( n \). When \( n \) is odd, there is no value for \( w_d[n] \) or \( z_d[n] \)!

\[
\begin{align*}
  w_d[n] &= w[n], \quad n \text{ is even} \\
  z_d[n] &= z[n], \quad n \text{ is even}
\end{align*}
\]

Signals \( w_u[n] \) and \( z_u[n] \) must be treated with equal caution.

\[
\begin{align*}
  w_u[n] &= w_d[n] = w[n], \quad n \text{ is even} \\
  w_u[n] &= 0, \quad n \text{ is odd} \\
  z_u[n] &= z_d[n] = z[n], \quad n \text{ is even} \\
  z_u[n] &= 0, \quad n \text{ is odd}
\end{align*}
\]

We have values for \( w_u[n] \) and \( z_u[n] \) for even and odd values of \( n \). So when using these signals for \( n \) and \( n - 1 \), one of the indices must be even, while the other is odd. The final signals of each channel are:

\[
\begin{align*}
  w_f[n] &= bw_u[n] + aw_u[n - 1] \\
  w_f[n] &= bw[n] + 0, \quad n \text{ is even} \\
  w_f[n] &= 0 + aw[n - 1], \quad n \text{ is odd} \\
  z_f[n] &= -az_u[n] + bz_u[n - 1] \\
  z_f[n] &= -az[n] + 0, \quad n \text{ is even} \\
  z_f[n] &= 0 + bz[n - 1], \quad n \text{ is odd}
\end{align*}
\]

When we combine \( w_f[n] \) and \( z_f[n] \) to form \( y[n] \), we still have to concern ourselves with whether the index is even or odd.

\[
\begin{align*}
  y[n] &= bw[n] - az[n], \quad n \text{ is even} \\
  y[n] &= aw[n - 1] + bz[n - 1], \quad n \text{ is odd}
\end{align*}
\]

These expressions can be expanded, to put the output \( y[n] \) in terms of the original input \( x[n] \).
\[ y[n] = b(ax[n] + bx[n-1]) - a(bx[n] - ax[n-1]), \quad n \text{ is even} \]
\[ y[n] = a(ax[n-1] + bx[n-2]) + b(bx[n-1] - ax[n-2]), \quad n \text{ is odd} \]

Simplifying:
\[ y[n] = abx[n] + bbx[n-1] - abx[n] + aax[n-1], \quad n \text{ is even} \]
\[ y[n] = aax[n-1] + abx[n-2] + bbx[n-1] - abx[n-2], \quad n \text{ is odd}. \]

Eliminating terms that cancel each other out, and simplifying further:
\[ y[n] = (aa + bb)x[n-1], \quad n \text{ is even} \]
\[ y[n] = (aa + bb)x[n-1], \quad n \text{ is odd}. \]

This last step is important, where we see that \( y[n] \) is in terms of \( x[n-1] \) regardless of whether \( n \) is even or odd. If we compare this result to the result of section 9.1, also dealing with Haar coefficients, we see that the difference is a factor of 2. The Haar coefficients are usually given as \( 1/\sqrt{2}, 1/\sqrt{2} \), so that \((aa + bb) = 1\).

### 9.5.3 Down-Sampling and Up-Sampling with Daubechies 4

This is why the coefficients from the Daubechies four-coefficient wavelet, when used without the down-sampler and up-sampler, ended up with \( y[n] = 2x[n-3] \). If the down-samplers and up-samplers are included, then the 2 term drops out. This is shown later. First, we will start, as usual, with Figure 9.12, an updated filter bank for four coefficients in each filter.

**Figure 9.12:** A filter bank with four taps per filter.

Signals \( w[n] \) and \( z[n] \) are just as they were earlier:

Signals \( w[n - k] \) and \( z[n - k] \), are again found by replacing \( n \) with \( n - k \):

Looking at \( w_d[n] \) and \( z_d[n] \), we again have to be careful about whether \( n \) is even or odd. When \( n \) is odd, there is no value for \( w_d[n] \) or \( z_d[n] \)!
\[ w_d[n] = w[n], \quad n \text{ is even} \]
\[ z_d[n] = z[n], \quad n \text{ is even} \]

Signals \( w_u[n] \) and \( z_u[n] \) must be treated with equal caution:
\[ w_u[n] = w_d[n] = w[n], \quad n \text{ is even} \]
\[ w_u[n] = 0, \quad n \text{ is odd} \]
\[ z_u[n] = z_d[n] = z[n], \quad n \text{ is even} \]
\[ z_u[n] = 0, \quad n \text{ is odd} \]

We have values for \( w_u[n] \) and \( z_u[n] \) for even and odd values of \( n \). So when using these signals for \( n \) and \( n - 1 \), one of indices must be even, while the other is odd. Likewise, if \( n \) is even, then so is \( n - 2, n - 4 \), etc. The final signals of each channel are:
\[ w_f[n] = dw[n] + 0 + bw[n - 2] + 0, \quad n \text{ is even} \]
\[ w_f[n] = 0 + cw[n - 1] + 0 + aw[n - 3], \quad n \text{ is odd} \]
\[ z_f[n] = -az[n] + 0 - cz[n - 2] + 0, \quad n \text{ is even} \]
\[ z_f[n] = 0 + bz[n - 1] + 0 + dz[n - 3], \quad n \text{ is odd}. \]
Keeping track of whether index \( n \) is even or odd, we can find \( y[n] = w_f[n] + z_f[n] \):

\[
y[n] = dw[n] + bw[n-2] - az[n] - cz[n-2], \quad n \text{ is even}
\]

\[
y[n] = cw[n-1] + aw[n-3] + bz[n-1] + dz[n-3], \quad n \text{ is odd}
\]

These expressions can be expanded, to put the output \( y[n] \) in terms of the original input \( x[n] \):

\[
y[n] = d(ax[n] + bx[n-1] + cx[n-2] + dx[n-3])
- a(dx[n] - cx[n-1] + bx[n-2] - ax[n-3])
- c(dx[n-2] - cx[n-3] + bx[n-4] - ax[n-5]), \quad n \text{ is even}
\]

\[
y[n] = c(ax[n-1] + bx[n-2] + cx[n-3] + dx[n-4])
+ a(ax[n-3] + bx[n-4] + cx[n-5] + dx[n-6])
+ b(dx[n-1] - cx[n-2] + bx[n-3] - ax[n-4])
+ d(dx[n-3] - cx[n-4] + bx[n-5] - ax[n-6]), \quad n \text{ is odd}
\]

Simplifying:

\[
- cdx[n-2] + ccx[n-3] - bxc[n-4] + acx[n-5], \quad n \text{ is even}
\]

\[
+ ddx[n-3] - cdx[n-4] + bdx[n-5] - adx[n-6], \quad n \text{ is odd}
\]

Eliminating terms that cancel each other out, and simplifying further:
\[ y[n] = acx[n - 1] + bdx[n - 1] \]
\[ + acx[n - 5] + bdx[n - 5], \text{ } n \text{ is even} \]
\[ y[n] = acx[n - 1] + bdx[n - 1] \]
\[ + acx[n - 5] + bdx[n - 5], \text{ } n \text{ is odd} \]

In this final step, we notice two things. First, the expressions are the same regardless of whether \( n \) is even or odd, so now we can represent it as a single statement:


Second, we see that we have \( x[n - 1] \) and \( x[n - 5] \) terms again, but that these can be eliminated if we require \( ac = -bd \). Assuming this is the case, we have our final expression for \( y[n] \):

\[ y[n] = (aa + bb + cc + dd)x[n - 3]. \]

If we compare this result to the earlier case (without down-sampling) we see that the difference is a factor of 2. This explains why the sum of the squares of the Daubechies coefficients, \( (aa + bb + cc + dd) \) equals 1. When that is the case, \( y[n] = x[n - 3] \), or \( y[n] \) is simply a copy of \( x[n] \), delayed by 3 time units.

### 9.6 Breaking a Signal Into Waves

Just as the discrete Fourier transform breaks a signal into sinusoids, the discrete wavelet transform generates “little waves” from a signal. These waves can then be added together to reform the signal. Figure 9.13 shows the wavelet analysis for three octaves on the left, with the standard synthesis (reconstruction) on the right. “LPF” stands for lowpass filter, while “HPF” means highpass filter. The “ILPF” and “IHPF” are the inverse low- and highpass filters, respectively. Although the down-sampling and up-sampling operations are not explicitly shown, they can be included in the filters without loss of generality. On the right, there is an implied addition when two lines meet.

Figure 9.14 shows an alternate way to do the reconstruction. While not as efficient as Figure 9.13, it serves to demonstrate the contribution of each channel.
In the end, we have four signals: three detail signals, and one level-3 approximation.

This section rests on the argument that we can rearrange the operations in the reconstruction, i.e., that we can perform the up-sampling and filtering first, and then do the addition. We know that the ILPF and IHPF are made with FIR filters that have constant filter coefficients and are, therefore, linear. Thus, we know that it does not matter whether we add two signals together and filter their sum, or filter the two then add the results together. But what if we have down and up-samplers in the analysis and reconstruction? Specifically for our purposes here, does it matter if we up-sample two signals first, then add them together, as opposed to adding them together, then up-sampling their sum? For simplicity, let’s call the two signals $x$ and $y$, and consider only the first four samples of each. If we add these signals, we get:

$$[x_0 + y_0, x_1 + y_1, x_2 + y_2, x_3 + y_3].$$

Next, we up-sample this result to get:

$$[x_0 + y_0, 0, x_1 + y_1, 0, x_2 + y_2, 0, x_3 + y_3, 0].$$
Now consider what happens if we up-sample each signal first, then add them. After up-sampling them, we have:

\[ [x_0, 0, x_1, 0, x_2, 0, x_3, 0] \]

and

\[ [y_0, 0, y_1, 0, y_2, 0, y_3, 0]. \]

If we add them together now, we get:

\[ [x_0 + y_0, 0, x_1 + y_1, 0, x_2 + y_2, 0, x_3 + y_3, 0]. \]

We see that this exactly matches the result from adding first, then up-sampling. Also, the above argument works for arbitrary lengths of \( x \) and \( y \). Also note that we can recursively apply this reasoning and conclude that the reconstructions shown in Figures 9.13 and 9.14 are equivalent.

In Figure 9.15, we see the four signals that, when added together, reform the impulse function. Figure 9.16 shows another four waves that reform the impulse function when added. The difference between these two is the wavelet used; in Figure 9.15, we used the Haar wavelet, while we used the Daubechies-2 (\( \text{db2} \)) wavelet in Figure 9.16. Both of these figures show how the DWT represents the input signal as shifted and scaled versions of the wavelet and scaling functions. Since we use an impulse function, the wavelet function appears in the “High wave” signals, while the scaling function appears in the “Low wave” signals (or the “Low-Low-Low wave” signals in the case of these two figures).

It may be difficult to see from the figure that these four signals do cancel each other out. To make this easier, Table 9.1 shows the actual values corresponding to the plots shown in Figure 9.15. The impulse signal used has 100 values, all of which are zero except for a value of 1 at offset 50. Rather than give all values in the table, we leave out the zeros and just show the values in the range 49 to 56. As the reader can verify, all columns of this table add to zero except for the second column. Belonging to the offset 50, the sum of this column is 1 just as the original impulse signal has a 1 at offset 50.

Figure 9.17 shows the input (impulse function) versus the output. As expected, the output signal exactly matches the input signal.

A more typical example is seen in Figure 9.18, a signal chosen because it clearly shows the Haar wavelets in the first three subplots. (The example array \( \{9, -2, 5, -2, 7, -6, 4, -4\} \) was used here.) The top plot shows four repetitions of the Haar wavelet, each of a different scale. The second subplot shows two repetitions, but these are twice as long as the ones above it. In the third subplot, one Haar
Figure 9.15: Impulse function analyzed with Haar.

Table 9.1: Impulse function analyzed with Haar.

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5000</td>
<td>0.5000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.2500</td>
<td>0.2500</td>
<td>-0.2500</td>
<td>-0.2500</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1250</td>
<td>-0.1250</td>
<td>-0.1250</td>
<td>-0.1250</td>
<td>-0.1250</td>
<td>0</td>
</tr>
<tr>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1250</td>
</tr>
</tbody>
</table>
Figure 9.16: Impulse function analyzed with Daubechies-2.
Figure 9.17: Impulse function (original) and its reconstruction.
wavelet is seen, twice the length of the wavelets above it. In these subplots, we can clearly see the wavelet shifted (along the x-axis) and scaled (subplots 2 and 3 are products of both the wavelet and the scaling function). The final subplot contains the approximation, clearly the result of several applications of the scaling function.

All of the wavelet-domain values for this particular signal are positive. This means that all of the wavelets are easy to spot. With a negative scaling value, the corresponding Haar wavelet would appear flipped around the x-axis.

Figure 9.18: Example function broken down into 3 details and approximation.

An interesting comparison is between the DWT and DFT for the impulse function. Notice how the impulse function results in waves that are compact. Almost all of the wave values outside of the range 40:60 are zero. The Fourier transform, however, needs many more values to represent such a signal. Since the impulse function is well localized in time, it is spread out over the frequency-domain.
The following code shows an example run of the DWT waves program.

```matlab
input = zeros(1,100);
input(50) = 1;
addwaves3(input, 'db2')
```

If we use similar code to examine the Fourier transform, we would have something like the code below.

```matlab
input = zeros(1,100);
input(50) = 1;
X = fft(input);
half = 1:ceil(length(X)/2);
subplot(2,1,1); plot(half, abs(X(half)), 'b');
title('Fourier Transform of impulse function (magnitudes)');
subplot(2,1,2); plot(half, angle(X(half)), 'r');
title('Fourier Transform of impulse function (phase)');
```

Figure 9.19 shows the results of this code. Notice how all of the magnitudes are 1, and all of the phase angles are different. This means that we have to use 50 different sinusoids with 50 different phase angles to encode the impulse function. We could store the 50 magnitudes compactly, since they are all the same value, but this is still a lot of information to remember. Note that the number 50 is specific to this example, and comes directly from the original signal being a real-valued impulse of 100 points. If we repeat this experiment with, say, 1000 points (all except one of which are 0), we would end up with 500 sinusoids to keep track of. To make this comparison fair, we will examine the DWT of the impulse function in wavelet space, that is, after the analysis (left half of Figure 9.13). Thus, we will use the following code.

```matlab
input = zeros(1,100);
input(50) = 1;
[LPF, HPF, ILPF, IHPF] = myDB2;
% Do the wavelet transform
L = downsample(myconv2(input, LPF));
H = downsample(myconv2(input, HPF));
LL = downsample(myconv2(L, LPF));
LH = downsample(myconv2(L, HPF));
%[LLL, LLH] = myDWT(LL);
LLL = downsample(myconv2(LL, LPF));
```
The Wavelet Transform

LLH = downsample(myconv2(LL, HPF));
clear L LL
subplot(4,1,1); plot(1:length(H), H, 'b');
title('Impulse: DWT Highpass values');
subplot(4,1,2); plot(1:length(LH), LH, 'b');
title('Impulse: DWT Low-High values');
subplot(4,1,3); plot(1:length(LLH), LLH, 'b');
title('Impulse: DWT Low-Low-High values');
subplot(4,1,4); plot(1:length(LLL), LLL, 'b');
title('Impulse: DWT Low-Low-Low values');
length(H) + length(LH) + length(LLH) + length(LLL)

ans =

108

As we see from Figure 9.20, most of wavelet-domain values are zero. From the
addition of lengths, the total number of values that we have to keep is about the
same for the DWT as for the FFT (108 versus 100). But since most of the wavelet-
domain values are zero, we can store this information much more compactly. In fact,
examining the wavelet-domain values reveals that only eight are nonzero! From this
we can conclude that some signals can be stored more efficiently in the wavelet-
domain than in the frequency-domain. Of course, it depends on the signal; those
well localized in time will have a more efficient wavelet representation, and those
well localized in frequency will have a more efficient frequency representation.

Another example of the DWT versus the FFT shows the opposite extreme. If
we let the input function be a pure sinusoid, and repeat the above analysis, we see
that it is easy to represent in the Fourier-domain.

t=0:0.01:.99; input = cos(2*pi*10*t + pi/4);

After performing the FFT on this signal, we see that there is only one nonzero
magnitude. While the FFT will return phase angles that are nonzero, only the one
that corresponds to the nonzero magnitude is significant. Thus, we have only two
values to remember to reconstruct this signal from the frequency-domain. Looking
at the same signal in the wavelet-domain, we find that all 108 values are nonzero.
This confirms what we suspected above: that the optimal representation of a sig-
nal depends upon the signal’s characteristics. Both the Fourier transform and the
wavelet transform have a place in signal processing, but signals will likely be repre-
sented more efficiently by one transform than the other.
Figure 9.19: Impulse function in Fourier-domain.
Figure 9.20: Impulse function in Wavelet-domain.
The following program created the graphs of waves above.

```matlab
% Given an input signal, break it down with DWT.
% Show the contribution of several channels of the DWT.
% example: input = floor(rand(1,100)*256);
% addwaves3(input, 'db2');
% Works for 'haar' and 'db2' (Haar is the default)
%
function addwaves3(input, wavelet)

% Get the Daubechies2 wavelet/scaling coeffs
if strcmp(wavelet,'db2')
    [LPF, HPF, ILPF, IHPF] = myDB2;
else
    [LPF, HPF, ILPF, IHPF] = myHaar;
end

% Do the wavelet transform
L = downsample(myconv2(input, LPF));
H = downsample(myconv2(input, HPF));
[LL, LH] = myDWT(L);
LL = downsample(myconv2(L, LPF));
LH = downsample(myconv2(L, HPF));
[LLL, LLH] = myDWT(LL);
LLL = downsample(myconv2(LL, LPF));
LLH = downsample(myconv2(LL, HPF));

% L is not needed anymore, nor is LL
clear L LL

% Get the waves for each subsignals contribution
% This effectively finds the reconstruction.
if strcmp(wavelet,'db2')
    % The ILow and IHigh functions are hard-coded for db2.
    wave1 = ILow(ILow(ILow(LLL)));
    wave2 = ILow(ILow(IHigh(LLH)));
    wave3 = IHigh(LH);
    wave4 = IHigh(H);
```

```
else
    % The ILowHaar, IHighHaar functions are hard-coded for haar.
    wave1 = ILowHaar(ILowHaar(ILowHaar(LLL)));
    wave2 = ILowHaar(ILowHaar(IHighHaar(LLH)));
    wave3 = IHighHaar(ILowHaar(LH));
    wave4 = IHighHaar(H);
end

% The signal above needs to be padded (made longer).
% First, find the longest length.
max_len = max(max(length(wave1), length(wave2)), ...
    max(length(wave3), length(wave4)));
% Now adjust the signals, as needed
if (length(wave1) < max_len)
    wave1(length(wave1)+1:max_len) = 0;
end
if (length(wave2) < max_len)
    wave2(length(wave2)+1:max_len) = 0;
end
if (length(wave3) < max_len)
    wave3(length(wave3)+1:max_len) = 0;
end
if (length(wave4) < max_len)
    wave4(length(wave4)+1:max_len) = 0;
end

% Add all the waves together
waves = wave1 + wave2 + wave3 + wave4;

% Make the input the same length as the output
% do this by truncating the output
output = waves(1:length(input));

disp(sprintf('Total error between input and output: %10.9f.', ...
    sum(abs(input - output))));

% Now plot the results.
The program calls either the built-in `plot` function, or the special `plot100to1` program for the output figure, depending on which lines are commented out. The `plot100to1` program makes the Haar wavelets look their best, since it plots 100 points for every 1 original point, as the name implies. This results in a graph that has sharper transitions, such as shown in Figure 9.15.
9.7 Wavelet Filter Design—Filters with Four Coefficients

Here we will examine designing a general filter bank with four taps per filter, very similar to that in the last section. However, one difference is that we use the $z$-transform in this section, which actually makes the analysis a bit easier. Figure 9.21 shows what this would look like. We specify values $a, b, c, d$ and $d, c, b, a$ for coefficients in one channel, with the understanding that the coefficients for the other channel are a reversed and sign-changed version of these. That is, in the other channel we would have the coefficients $d, -c, b, -a$ and $-a, b, -c, d$, respectively.

We will use $H_0(z)$ and $H_1(z)$ for the lowpass and highpass filters’ transfer functions, respectively, while $F_0(z)$ and $F_1(z)$ are for the corresponding inverse filters. $H_0(z)$ and $F_0(z)$ go with the bottom channel in Figure 9.21.

Examining the individual filter’s responses, we see

$$F_0(z) = d + cz^{-1} + bz^{-2} + az^{-3}$$
$$H_0(z) = a + bz^{-1} + cz^{-2} + dz^{-3}$$
$$F_1(z) = -H_0(-z) = -a + bz^{-1} - cz^{-2} + dz^{-3}$$
$$H_1(z) = F_0(-z) = d - cz^{-1} + bz^{-2} - az^{-3}.$$}

Using $P_0(z)$ and $P_0(-z)$ notation to represent the product of two sequential filters [3], for the top channel and the bottom channel, respectively, we get the following equations for a CQF with four coefficients per filter.

$$P_0(z) = H_0(z)F_0(z)$$
$$P_0(z) = (a + bz^{-1} + cz^{-2} + dz^{-3})(d + cz^{-1} + bz^{-2} + az^{-3})$$
$$= ad + acz^{-1} + abz^{-2} + aaz^{-3}$$
$$+ bdz^{-1} + bcz^{-2} + bbz^{-3} + baz^{-4}$$
$$+ cdz^{-2} + ccz^{-3} + cbz^{-4} + caz^{-5}$$
$$+ ddz^{-3} + dcz^{-4} + dbz^{-5} + daz^{-6}$$

$$P_0(-z) = ad - (ac + bd)z^{-1} + (ab + bc + cd)z^{-2}$$
$$-(aa + bb + cc + dd)z^{-3} + (ab + bc + cd)z^{-4}$$
$$-(ac + bd)z^{-5} + adz^{-6}$$

$$P_0(z) - P_0(-z) = 2(ac + bd)z^{-1} + 2(aa + bb + cc + dd)z^{-3} + 2(ac + bd)z^{-5}$$

Note that $-P_0(-z) = H_1(z)F_1(z)$, but we do not have to calculate this explicitly. Instead, we just repeat the expression for $P_0$ with $-z$ as the argument. As we saw in
Section 8.7, $-z$ raised to a negative power gives a negative value for an odd power, but returns a positive value for an even one.

\[ P(0) - P(-z) = 2(ac + bd)z^{-1} + 2(aa + bb + cc + dd)z^{-3} + (ac + bd)z^{-5} = 2z^{-L}. \]

Without down/up-samplers:

\[ P_0(z) - P_0(-z) = (ac + bd)z^{-1} + (aa + bb + cc + dd)z^{-3} + (ac + bd)z^{-5} = z^{-L}. \]

With down/up-samplers:

\[ P_0(z) - P_0(-z) = (ac + bd)z^{-1} + (aa + bb + cc + dd)z^{-3} + (ac + bd)z^{-5} = z^{-L}. \]

We are left with the output in terms of three delayed versions of the input: $z^{-1}$, $z^{-3}$, and $z^{-5}$. Two of these must be eliminated, which can be accomplished by setting $ac + bd = 0$. Also, we do not want the result to be a scaled version of the input, so $aa + bb + cc + dd = 1$. It is also desirable that the sum of the highpass filter coefficients be zero [3], i.e., $d - c + b - a = 0$, for this to be a wavelet transform.

The question now becomes, can we find values for $a, b, c$, and $d$ to satisfy these equations?

\[
\begin{align*}
ac + bd &= 0 \\
 a^2 + b^2 + c^2 + d^2 &= 1 \\
d - c + b - a &= 0
\end{align*}
\]

One possibility is to use the Daubechies wavelet filter coefficients, since they satisfy these criteria.
9.8 Orthonormal Bases

The wavelet transforms above form orthonormal bases, meaning that they are both orthogonal and normalized. We saw above that normalization means that the output of a CQF is a delayed version of the input, instead of a scaled version. We can show this as the inner product of the lowpass filter with itself (or with the highpass filter with itself), as in $<lpf,lpf>$. Given that the lowpass filter coefficients are $[a, b, c, d]$, we calculate the inner product as the multiplication of the first parameter with the transpose of the complex conjugate of the second one. Here, both parameters are the same and real-valued, and we get $a^2 + b^2 + c^2 + d^2$, which must be 1 for the transform to be normalized.

Orthogonality, in two dimensions, simply means that the components are at right angles. It goes without saying in the Cartesian coordinate system that a point $(x;y)$ can be plotted by moving $x$ units to the right (or left if $x$ is negative), and then moving $y$ units up or down (up/down being 90 degrees away from right/left) to find the point’s location. The bases for the Cartesian point $(x;y)$ are $(1;0)$ and $(0;1)$. If we find the inner product, $<[1 0],[0 1]>$, we see that it results in $0 \times 1 + 1 \times 0 = 0$. We define orthogonality as the attribute that the inner product of the bases equals zero, which holds for higher dimensions as well.

Since the lowpass filter and highpass filter of the wavelet transform form an orthogonal basis, the signal can be broken up into separate parts. Even with down-sampling, the two channels contain enough information to reconstruct the whole signal, just as a filter bank that breaks the signal into odd and even components does.

The program below demonstrates, for several wavelets, that the filter coefficients are both orthogonal and normal. We assume that all coefficient values are real, thus there is no need to find the complex conjugates.

```matlab
%
% Show that scaling/wavelet coefficients form
% a basis, i.e., lpf * hpf.' = 0, and lpf * lpf.' = 1
%
lpf = [1 1] * (1/sqrt(2));
hpf = [-1 1] * (1/sqrt(2));
disp(' finding the inner product of Haar wavelet/wavelet');
disp(' it should be one');
hpf * hpf.'
disp(' now find the inner product of Haar scaling/scaling');
disp(' it should be one, too.');
```
lpf * lpf.
disp(' now find the inner product of Haar scaling/wavelet');
disp(' it should be zero.');
lpf * hpf.

First, we can run this code to verify the Haar basis.

finding the inner product of Haar wavelet/wavelet
it should be one

ans =

1.0000

now find the inner product of Haar scaling/scaling
it should be one, too.

ans =

1.0000

now find the inner product of Haar scaling/wavelet
it should be zero.

ans =

0

As expected, this works for the Haar basis.

Now we can repeat this for the Daubechies four-coefficient wavelet. We label the filters \(lpf2\) and \(hpf2\) to keep them separate from the lowpass filter and highpass filter coefficients that we used above.

\[
\begin{align*}
a &= \frac{1 - \sqrt{3}}{4\sqrt{2}}; \\
b &= \frac{3 - \sqrt{3}}{4\sqrt{2}}; \\
c &= \frac{3 + \sqrt{3}}{4\sqrt{2}}; \\
d &= \frac{1 + \sqrt{3}}{4\sqrt{2}};
\end{align*}
\]

\[
lpf2 = [a \ b \ c \ d];
\]

\[
hpf2 = [-d \ c \ -b \ a];
\]
Running this code produces:

Daubechies wavelet/wavelet = 1.0000
Daubechies scaling/scaling = 1.0000
Daubechies scaling/wavelet = 0.0000

Thus, the code above confirms the four-coe cient Daubechies wavelet.

Below is code to repeat this experiment for several other wavelets. However, instead of specifying the filter coefficients ourselves, we will rely on built-in wavelet functions.

try
    [lpf3, hpf3, lo_recon, hi_recon] = wfilters('db44');
catch
    disp('You must have the wavelets toolkit for the others');
    break;
end

[lpf4, hpf4, lo_recon, hi_recon] = wfilters('coif1');
ans4a = hpf4 * hpf4.';
disp(sprintf(' Coiflets1 wavelet/wavelet = %6.4f', ans4a));
ans4b = lpf4 * lpf4.';
disp(sprintf(' Coiflets1 scaling/scaling = %6.4f', ans4b));
ans4c = lpf4 * hpf4.';
disp(sprintf(' Coiflets1 scaling/wavelet = %6.4f', ans4c));
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```matlab
[lpf5, hpf5, lo_recon, hi_recon] = wfilters('sym8');
ans5a = hpf5 * hpf5.';
disp(sprintf(' Symlets8 wavelet/wavelet = %6.4f', ans5a));
ans5b = lpf5 * lpf5.';
disp(sprintf(' Symlets8 scaling/scaling = %6.4f', ans5b));
ans5c = lpf5 * hpf5.';
disp(sprintf(' Symlets8 scaling/wavelet = %6.4f', ans5c));

[lpf6, hpf6, lo_recon, hi_recon] = wfilters('dmey');
ans6a = hpf6 * hpf6.';
disp(sprintf(' Discrete Meyers wavelet/wavelet = %6.4f', ans6a));
ans6b = lpf6 * lpf6.';
disp(sprintf(' Discrete Meyers scaling/scaling = %6.4f', ans6b));
ans6c = lpf6 * hpf6.';
disp(sprintf(' Discrete Meyers scaling/wavelet = %6.4f', ans6c));
```

The output of this program (using the student version of MATLAB, to show the try and catch commands) appears below.

EDU>> innerproducts
You must have the wavelets toolkit for the others
EDU>>

One final note about the inner products is that the inner product of a signal (vector) with itself gives the length of the vector, squared.

\[ |x|^2 = \langle x, x \rangle \]

If \( x = \{x_0, x_1\} \), we know its inner product: \( \langle x, x \rangle = x_0^2 + x_1^2 \). We also know its length is \( |x| = \sqrt{x_0^2 + x_1^2} \). Using these two pieces of information, it is easy to verify that we can define the vector’s length in terms of an inner product, as above. Signal \( x \)'s support does not matter, in that we define the length as the square root of the inner product of \( x \) with itself, even when \( x \) has more than two values. Some texts [36] also call this length the norm.

9.9 Multiresolution

The above discussion is for a single pair of analysis filters. Multiresolution is the process of taking the output from one channel and putting it through another (or
more) pair of analysis filters. For the wavelet transform, we do this with the lowpass filter’s output. Wavelet packets, however, use an additional filter pair for each channel. We will examine multiresolution starting with the Daubechies four-coefficient wavelet transform, with down-sampling and up-sampling, for two levels of resolution (octaves), as shown in Figure 9.22.

![Diagram](image)

**Figure 9.22:** Two levels of resolution.

Signals \(w[n]\), \(w_d[n]\), \(z[n]\), and \(z_d[n]\) are the same as before.

\[
\begin{align*}
w_d[n] &= w[n], \ n \text{ is even, 0 otherwise} \\
z_d[n] &= z[n], \ n \text{ is even, 0 otherwise}
\end{align*}
\]

To generate \(w2[n]\), \(w2_d[n]\), \(z2[n]\), and \(z2_d[n]\), we first notice that they have the same relationship to \(w_d[n]\) as \(w_d[n]\) and \(z_d[n]\) have to \(x[n]\). In other words, we can reuse the above equations, and replace \(x[n]\) with \(w_d[n]\). Also, since there is a down-sampler between \(w2[n]\) and \(w2_d[n]\), every other value of \(w2[n]\) will be eliminated. Signal \(w2[n]\), by definition, is based upon \(w_d[n]\), a down-sampled version of \(w[n]\). Using the original \(n\), therefore, means that we must say that every other value from the even values of \(n\) will be eliminated. In other words, the only values that will get
through the second down-sampler are the ones where $n$ is evenly divisible by 4.


$$w_2d[n] = w_2[n], \ n \text{ is divisible by 4}$$
$$z_2d[n] = z_2[n], \ n \text{ is divisible by 4}$$

Looking now at the reconstruction (synthesis) part, $w_{2u}[n]$ and $z_{2u}[n]$ are up-sampled versions of $w_2d[n]$ and $z_2d[n]$. We have to keep track of values of $n$ that are divisible by 4, and also values of $n$ that are even, but not divisible by 4, such as the number 6. Since we have taken a signal where all of the index terms are already even, the function of the down-sampler followed by the up-sampler is that the “even-even” (divisible by 4) indices are kept, but the “odd-even” indices (divisible by 2, but not divisible by 4, such as 2, 6, 10, etc.) are eliminated, then made to zero by the up-sampler.

$$w_{2u}[n] = w_{2d}[n] = w_2[n], \ n \text{ is even-even}$$
$$w_{2u}[n] = 0, \ n \text{ is odd-even}$$
$$w_{2u}[n] \text{ is undefined, otherwise}$$

$$z_{2u}[n] = z_{2d}[n] = z_2[n], \ n \text{ is even-even}$$
$$z_{2u}[n] = 0, \ n \text{ is odd-even}$$
$$z_{2u}[n] \text{ is undefined, otherwise}$$

Signals $w_{2f}[n]$ and $z_{2f}[n]$ are found as before:

$$w_{2f}[n] = dw_{2u}[n] + cw_{2u}[n - 1] + bw_{2u}[n - 2] + aw_{2u}[n - 3]$$
$$w_{2f}[n] = dw_2[n] + 0 + bw_2[n - 2] + 0, \ n \text{ is even-even}$$
$$w_{2f}[n] = 0 + cw_2[n - 1] + 0 + aw_2[n - 3], \ n \text{ is odd-even}$$
$$z_{2f}[n] = -az_{2u}[n] + bz_{2u}[n - 1] - cz_{2u}[n - 2] + dz_{2u}[n - 3]$$
$$z_{2f}[n] = -az_2[n] + 0 - cz_2[n - 2] + 0, \ n \text{ is even-even}$$
$$z_{2f}[n] = 0 + bz_2[n - 1] + 0 + dz_2[n - 3], \ n \text{ is odd-even.}$$
We can finish the reconstruction for the second octave by looking at the result when \( w_2[n] \) and \( z_2[n] \) are added together to recreate \( w_d[n] \). We will call this recreated signal \( w_d[n]’ \), until we are certain that it is the same as \( w_d[n] \).

\[
\begin{align*}
w_d[n]' &= w_2[n] + z_2[n] \\
w_d[n]' &= dw_2[n] + bw_2[n-2] - az_2[n] - cz_2[n-2], \quad n \text{ is even-even} \\
w_d[n]' &= cw_2[n-1] + aw_2[n-3] + bz_2[n-1] + dz_2[n-3], \quad n \text{ is odd-even}
\end{align*}
\]

The important thing to do here is to show that the two signals marked \( w_d[n] \) in Figure 9.22 are exactly the same. This means finding the previous expression in terms of \( w[n] \) only. First, we will take the expressions for \( w_2[n] \) and \( z_2[n] \), and find \( w_2[n-k] \) and \( z_2[n-k] \).

\[
\begin{align*}
\end{align*}
\]

Now, we can plug these into the previous \( w_d[n] \) expressions.

\[
\begin{align*}
&\quad - c(dw_d[n-2] - cw_d[n-3] + bw_d[n-4] - aw_d[n-5]), \quad n \text{ is even-even} \\
&\quad + d(dw_d[n-3] - cw_d[n-4] + bw_d[n-5] - aw_d[n-6]), \quad n \text{ is odd-even}
\end{align*}
\]

Rewriting these expressions and lining them up into columns gives us:
$n$ is even-even:

$$w_d[n]' = \begin{align*}
    & + bdw_d[n - 5] \\
    & + acw_d[n - 5].
\end{align*}$$

$n$ is odd-even:

$$w_d[n]' = \begin{align*}
    & + adw_d[n - 6] \\
    & - adw_d[n - 6].
\end{align*}$$

Canceling out terms gives us:

$n$ is even-even:

$$w_d[n]' = \begin{align*}
    & bdw_d[n - 1] + ddw_d[n - 3] \\
    & + bbw_d[n - 3] + bdw_d[n - 5] \\
    & + acw_d[n - 1] + aaw_d[n - 3] \\
    & + ccw_d[n - 3] + acw_d[n - 5].
\end{align*}$$

$n$ is odd-even:

$$w_d[n]' = \begin{align*}
    & acw_d[n - 1] + ccw_d[n - 3] \\
    & + aaw_d[n - 3] + acw_d[n - 5] \\
    & + bdw_d[n - 1] + bbw_d[n - 3] \\
    & + ddw_d[n - 3] + bdw_d[n - 5].
\end{align*}$$

Examining the above equations, we see that we have the same expression for when $n$ is even-odd as when it is even-even. Therefore, we can rewrite the above expression, with the note that $n$ must be even. We know from the previous section that $ac = -bd$, so the terms with $w_d[n - 1]$ and $w_d[n - 5]$ will cancel out. This leaves us with $w_d[n]' = (aa + bb + cc + dd)w_d[n - 3]$. As previously noted, $(aa + bb + cc + dd) = 1$, so we get the final expression for $w_d[n]' = w_d[n - 3]$. The reconstructed $w_d[n]'$ is the same as a delayed version of the original $w_d[n]$. This is no surprise, since we have
simply inserted a copy of the 1-octave filter bank structure between the original and
the reconstruction. When we looked at the filter bank structure for 1-octave, we
saw that the result \( y[n] \) was a delayed version of \( x[n] \).

The next step is to take the reconstructed signal, \( w_d[n] \), and recombine it with
\( z_d[n] \) to get \( y[n] \). Note that \( w_d[n] \) in the analysis (top part) of Figure 9.22 and the
\( w_d[n] \)' in the synthesis (bottom part) of this figure must be exactly the same. But
we saw above that they are not exactly the same, since \( w_d[n] \)' is a delayed version
of \( w_d[n] \). We can deal with this in a couple of ways. If we are designing hardware to
perform the wavelet transform, we can simply add three (that is, length of filter–1)
delay units to channel with the \( z_d[n] \) signal. If we are writing software to do this, we
can put three zeros before \( z_d[n] \), or we could shift \( w_d[n] \) forward by three positions,
getting rid of the first three values. The important thing is that \( w_d[n] \) and \( z_d[n] \) are
properly aligned. We will assume that this second method has been used to “correct”
\( w_d[n] \) to be exactly equal to \( w_d[n] \). If we were to use the first method of delaying
\( z_d[n] \), then the output would be reconstructed using \( w_d[n-3] \) and \( z_d[n-3] \), implying
that the output would be delayed by an additional three units. That is, instead of
having \( y[n] = x[n-3] \) as the result, we would have \( y[n] = x[n-3-3] = x[n-6] \).

Tracing the path of \( w_d[n] \) and \( z_d[n] \) is very similar to that of \( w_2d[n] \) and \( z_2d[n] \).

\[
\begin{align*}
w_u[n] &= w_d[n] = w[n], \quad n \text{ is even} \\
w_u[n] &= 0, \quad n \text{ is odd} \\
z_u[n] &= z_d[n] = z[n], \quad n \text{ is even} \\
z_u[n] &= 0, \quad n \text{ is odd}
\end{align*}
\]

Notice that the “otherwise” case has been dropped, since \( n \) is either odd or even.
Finding \( w_f[n] \) and \( z_f[n] \) is just like finding \( w_2f[n] \) and \( z_2f[n] \):

\[
\begin{align*}
w_f[n] &= dw[n] + 0 + bw[n-2] + 0, \quad n \text{ is even} \\
w_f[n] &= 0 + cw[n-1] + 0 + aw[n-3], \quad n \text{ is odd}
\end{align*}
\]

\[
\begin{align*}
z_f[n] &= -az[n] + 0 - cz[n-2] + 0, \quad n \text{ is even} \\
z_f[n] &= 0 + bz[n-1] + 0 + dz[n-3], \quad n \text{ is odd}
\end{align*}
\]
Adding $w_f[n]$ to $z_f[n]$ produces $y[n]$, just as we saw for the single-octave case. The important thing to notice is that the reconstruction is exactly the same as the single-octave case, provided that $w_d[n]$ is exactly the same in both the analysis and synthesis (top and bottom) parts of Figure 9.22.

Here we have seen that we can make the filter bank structure work recursively, and still get a perfectly reconstructed signal. While this section uses only two levels of recursion (octaves), it should be clear that we can use as many octaves as we want. The only limitation is that imposed by the length of the input signal, since every octave uses half the number of inputs as the octave above it. In other words, $w_d[n]$ exists only for even values of the index $n$, while the input signal $x[n]$ has values for even and odd values of $n$. If $x[n]$ has 16 samples, then $w_d[n]$ would have 8, and $w_2d[n]$ would have 4, etc.

9.10 Biorthogonal Wavelets

When talking about wavelets, the transform is classified as either orthogonal, or biorthogonal. The previously discussed wavelet transforms (Haar and Daubechies) were both orthogonal. These can be normalized as well, such as by using $1/\sqrt{2}$ and $-1/\sqrt{2}$ instead of 1/2 and $-1/2$ for the Haar coefficients. If you assume that we just take the square root of 1/2, you have missed a step. Instead, multiply by $\sqrt{2}$, i.e., $\sqrt{2}/2 \times \sqrt{2} = 1$. When it is both orthogonal and normal, we call it orthonormal.

The following structure (Figure 9.23) shows an example biorthogonal wavelet transform, and its inverse, for a single octave.

![Diagram of biorthogonal wavelet transform](image)

**Figure 9.23:** Biorthogonal wavelet transform.

Proceeding as before, we start with definitions for $w[n]$ and $z[n]$:


The Wavelet Transform

\[ z[n - k] = dx[n - k] - fx[n - k - 1] + dx[n - k - 2]. \]

Now we can define \( w_f[n] \) and \( z_f[n] \) in terms of \( w[n] \) and \( z[n] \):


Next, we replace the \( z[n] \)'s and \( w[n] \)'s with their definitions:

\[
\begin{align*}
\end{align*}
\]

These are added together to give us \( y[n] \), the output:

\[ y[n] = w_f[n] + z_f[n]. \]

Removing the terms that cancel, and simplifying, gives us:

\[ y[n] = 2(bd + af)x[n - 1] + (4bd + 2cf)x[n - 3] + 2(af + bd)x[n - 5]. \]

To make \( y[n] \) a delayed version of \( x[n] \), we need the above expression to be in terms of only one index for \( x \), that is, \( x[n - 3] \). This can be accomplished if we set \( 2(bd + af) = 0 \), or \( bd = -af \). Another condition is that we do not want to have to divide the output by a constant. In this case, that means that the \( (4bd + 2cf) \) term should be equal to 1. However, we are likely to use this transform with down-samplers and up-samplers, which means that we would want the term \( (2bd + cf) \) to
be equal to 1.

Here, we repeat the above analysis with the added complexity of down-samplers and up-samplers. Figure 9.24 shows this case.

![Biorthogonal wavelet transform diagram](image)

**Figure 9.24:** Biorthogonal wavelet transform.

The definitions for $w[n]$ and $z[n]$ are the same as above. The signals after the down-samplers are $w_d[n]$ and $z_d[n]$. After the up-samplers, the signals are labeled $w_u[n]$ and $z_u[n]$.

$$w_d[n] = w[n], \quad n \text{ is even}$$

$$w_d[n], \quad \text{is undefined, } n \text{ is odd}$$

$$w_u[n] = w_d[n] = w[n], \quad n \text{ is even}$$

$$w_u[n] = 0, \quad n \text{ is odd}$$

$$z_d[n] = z[n], \quad n \text{ is even}$$

$$z_d[n], \quad \text{is undefined, } n \text{ is odd}$$

$$z_u[n] = z_d[n] = z[n], \quad n \text{ is even}$$

$$z_u[n] = 0, \quad n \text{ is odd}$$

$$w_f[n] = dw_u[n] + fw_u[n - 1] + dw_u[n - 2]$$


$$y[n] = w_f[n] + z_f[n]$$

Next, we replace the $z_u[n]$’s and $w_u[n]$’s with their definitions.
The Wavelet Transform

$$w_f[n] = dw_u[n] + dw_u[n-2], \ n \text{ is even}$$

$$z_f[n] = -az_u[n] - cz_u[n-2] - az_u[n-4], \ n \text{ is even}$$

$$w_f[n] = f w_u[n-1], \ n \text{ is odd}$$

$$z_f[n] = bz_u[n-1] + bz_u[n-3], \ n \text{ is odd}$$

$$y[n] = dw[n] + dw[n-2] - az[n] - cz[n-2] - az[n-4], \ n \text{ is even}$$

$$y[n] = f w[n-1] + bz[n-1] + bz[n-3], \ n \text{ is odd}$$

Multiplying out:


$$- a(dx[n] - f x[n-1] + dx[n-2])$$

$$- c(dx[n-2] - f x[n-3] + dx[n-4])$$

$$- a(dx[n-4] - f x[n-5] + dx[n-6]), \ n \text{ is even}$$


$$+ b(dx[n-1] - f x[n-2] + dx[n-3])$$

$$+ b(dx[n-3] - f x[n-4] + dx[n-5]), \ n \text{ is odd.}$$

Simplifying:


$$- adx[n] + af x[n-1] - adx[n-2]$$


$$- adx[n-4] + af x[n-5] - adx[n-6], \ n \text{ is even}$$


$$+ bdx[n-1] - bf x[n-2] + bdx[n-3]$$

$$+ bdx[n-3] - bf x[n-4] + bdx[n-5], \ n \text{ is odd.}$$
Combining them together, and removing terms that cancel, gives us:

\[
y[n] = \begin{cases} 
bd x[n - 1] + bd x[n - 3] + bd x[n - 3] + bd x[n - 5] 
+ af x[n - 1] + cf x[n - 3] + af x[n - 5], & \text{n is even} 
af x[n - 1] + cf x[n - 3] + af x[n - 5] 
+ bd x[n - 1] + bd x[n - 3] + bd x[n - 3] + bd x[n - 5], & \text{n is odd}
\end{cases}
\]

Whether \( n \) is even or odd,

\[
y[n] = (bd + af)x[n - 1] + (2bd + cf)x[n - 3] + (bd + af)x[n - 5].
\]

We see that this is the same equation as the one for biorthogonal wavelets without down/up-samplers, except without a factor of 2 throughout. This again confirms the notion that the down/up-samplers remove redundant data, making the transform efficient.

### 9.11 Wavelet Transform Theory

The discrete wavelet transform convolves the input by the shifts (translation in time) and scales (dilations or contractions) of the wavelet. Below are variables commonly used in wavelet literature:

- \( g \) represents the highpass (wavelet) filter
- \( h \) represents the lowpass (scaling) filter
- \( J \) is the total number of octaves
- \( j \) is the current octave (used as an index. \( 1 \leq j \leq J \))
- \( N \) is the total number of inputs
- \( n \) is the current input (used as an index. \( 1 \leq n \leq N \))
- \( L \) is the width of the filter (number of taps)
- \( k \) is the current wavelet coefficient
- \( W_f(a, b) \) represents the continuous wavelet transform (CWT) of function \( f \)
- \( W_h[j, n] \) represents the discrete wavelet transform of function \( f \)
- \( W[j, n] \) represents the discrete scaling function of \( f \), except:
- \( W[0, n] \) which is the input signal.

The continuous wavelet transform is represented by:
The Wavelet Transform

\[ W_f(a, b) = \int f(t)\psi(at + b)dt \]

where \( f(t) \) is the function to analyze, \( \psi \) is the wavelet, and \( \psi(at + b) \) is the shifted and scaled version of the wavelet at time \( b \) and scale \( a \) [7]. An alternate form of the equation is:

\[ W_f(s, u) = \int_{-\infty}^{\infty} f(t)\sqrt{s}\psi(s(t - u))dt \]

again where \( \psi \) is the wavelet, while the wavelet family is shown above as \( \sqrt{s}\psi(s(t - u)) \), shifted by \( u \) and scaled by \( s \). We can rewrite the wavelet transform as an inner product [1]:

\[ W_f(s, u) = \langle f(t), \sqrt{s}\psi(s(t - u)) \rangle. \]

This inner product is essentially computed by the filters.

So far, this background focuses on how to get the wavelet transform given a wavelet, but how does one get the wavelet coefficients and implement the transform with filters? The relationship between wavelets and the filter banks that implement the wavelet transform is as follows. The scaling function, \( \phi(t) \), is determined through recursively applying the filter coefficients, since multiresolution recursively convolutes the input vector after shifting and scaling. All the information about the scaling and wavelet functions is found by the coefficients of the scaling function and of the wavelet function, respectively [3]. The scaling function is given as:

\[ \phi(t) = \sqrt{2} \sum_k h[k]\phi(2t - k). \]

The wavelet function is given as:

\[ \psi(t) = \sqrt{2} \sum_k g[k]\phi(2t - k). \]

There is a finite set of coefficients \( h[k] \). Once these coefficients are found, allowing us to design the lowpass filter, then the highpass filter coefficients are easy to find. Daubechies [2] chose the following coefficients, with many desirable (and required) properties, and solved the above equations with them.

Lowpass (scaling) coefficients: [3]
These produce a space, $V_j$, that has invariance to shift and scale, which is needed for multiresolution analysis. Now that we have coefficients for the lowpass filter, the corresponding highpass (wavelet) filter coefficients can be calculated, as follows:

$$g[0], g[1], g[2], g[3] = \frac{1 - \sqrt{3}}{4\sqrt{2}}, \frac{-3 + \sqrt{3}}{4\sqrt{2}}, \frac{3 + \sqrt{3}}{4\sqrt{2}}, \frac{-1 - \sqrt{3}}{4\sqrt{2}}.$$ 


This pattern appears in the filter bank shown in Figure 9.4. The significance of the above coefficients is that they are used in a filter bank to generate the wavelet transform [3].

Writing the wavelet equation with regard to the discretely sampled sequence $x[n]$ [37]:

$$W_f[a, b] = \frac{1}{\sqrt{a}} \sum_{n=b}^{aL+b-1} x[n] g \left( \frac{n-b}{a} \right)$$

where the wavelet is replaced by function $g$, which is obtained by sampling the continuous wavelet function. For the discrete case, we let $a = 2k$ and require that the parameters $(a, b)$ as well as $k$ be integers. To make this clearer, we replace $a$ and $b$ (which represent real numbers above) with $j$ and $n$ (which represent whole numbers). With the discrete case, redundancy is not required in the transformed signal. To reduce redundancy, the wavelet equation must satisfy certain conditions. First, we must introduce an orthogonal scaling function, which allows us to have an approximation at the last level of resolution (the initial level of resolution is simply the input signal). As we saw in previous sections, the coefficients for the scaling filter (lowpass) and the wavelet filter (highpass) are intimately related. The functions that produce these coefficients are also dependent on one another. Second, the representation of the signal at octave $j$ must have all the information of the signal at octave $j + 1$, which makes sense: the input signal has more information than the first approximation of this signal. The function $x[n]$ is thus changed to $W'[j-1, m]$, which is the scaling function’s decomposition from the previous level of resolution, with $m$ as an index. Third, after $J$ levels of resolution, the result of the scaling function on the signal will be 0. After repeatedly viewing a signal at coarser and coarser approximations, eventually the scaling function will not produce any
useful information. Fourth, the scaling function allows us to approximate any given signal with a variable amount of precision [7]. The scaling function, $h$, gives us an approximation of the signal via the following equation. This is also known as the lowpass output:

$$W[j, n] = \sum_{m=0}^{N-1} W[j - 1, m] h[2n - m].$$

The wavelet function gives us the detail signal, also called highpass output:

$$W_h[j, n] = \sum_{m=0}^{N-1} W[j - 1, m] g[2n - m].$$

The $n$ term gives us the shift, the starting points for the wavelet calculations. The index $2n - m$ incorporates the scaling, resulting in half the outputs for octave $j$ compared to the previous octave $j - 1$.

**Example:**

Suppose $g = \left\{ \frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}} \right\}$, and $x = \{34, 28, 76, 51, 19, 12, 25, 43\}$. Find the detail signal produced by the wavelet transform on this signal.

**Answer:**

$$W[0, n] = x[n]$$

$$W_h[1, n] = W[0, 0] g[2n - 0] + W[0, 1] g[2n - 1] + W[0, 2] g[2n - 2] + W[0, 3] g[2n - 3]$$


For this example, the value of $g$ with any index value outside of $[0, 1]$ is zero. Also, the value of $W[j, n] = 0$ for any value of $n$ less than 0 or greater or equal to $N$. So we can find the individual values for $W_h$ as follows.

**Looking at octave 1:**

$$W_h[1, n] = 34g[2n - 0] + 28g[2n - 1] + 76g[2n - 2] + 51g[2n - 3] + 19g[2n - 4]$$

$$+ 12g[2n - 5] + 25g[2n - 6] + 43g[2n - 7]$$
\[ W_h[1, 0] = 34g[0] + 28g[-1] + 76g[-2] + 51g[-3] + 19g[-4] + 12g[-5] + 25g[-6] + 43g[-7] \]

\[ W_h[1, 0] = \frac{34}{\sqrt{2}} \]

\[ W_h[1, 1] = 34g[2] + 28g[1] + 76g[0] + 51g[-1] + 19g[-2] + 12g[-3] + 25g[-4] + 43g[-5] \]

\[ W_h[1, 1] = \frac{28}{\sqrt{2}} + \frac{76}{\sqrt{2}} \]


\[ W_h[1, 2] = \frac{51}{\sqrt{2}} + \frac{19}{\sqrt{2}} \]


\[ W_h[1, 3] = \frac{12}{\sqrt{2}} + \frac{25}{\sqrt{2}} \]


\[ W_h[1, 4] = \frac{43}{\sqrt{2}} \]


\[ W_h[1, 5] = 0. \]

It should be obvious that any value \( W_h[1, n] = 0 \) when \( n \geq 5 \). Comparing this to the filter bank approach, we look at Figure 9.25, which shows a channel from a filter bank. Keeping in mind that \( g[0] = a \), and \( g[1] = b \), we can trace the signal through as follows.

\[ y = \frac{34}{\sqrt{2}}, \frac{28}{\sqrt{2}}, \frac{76}{\sqrt{2}}, \frac{-51}{\sqrt{2}}, \frac{19}{\sqrt{2}}, \frac{-12}{\sqrt{2}}, \frac{25}{\sqrt{2}}, \frac{-25}{\sqrt{2}}, \frac{-43}{\sqrt{2}}, \frac{-25}{\sqrt{2}}, \frac{-43}{\sqrt{2}} \]

The output is a down-sampled version of \( y \), so when we eliminate every other value,
we get:

\[
\text{output} = \frac{34}{\sqrt{2}}, \frac{76 - 28}{\sqrt{2}}, \frac{19 - 51}{\sqrt{2}}, \frac{25 - 12}{\sqrt{2}}, \frac{-43}{\sqrt{2}}.
\]

We end up with the same result, as expected. Of course, the scaling equation is the same basic equation, with different coefficients.

Figure 9.25: One channel of the analysis side of a filter bank.

Before we can look at octave 2, we need to know the \( W[1, n] \) values, which we present as the following. Realize that these can be found in the same fashion as above, except that both filter coefficients are positive.

\[
W[1, 0] = \frac{34}{\sqrt{2}}
\]

\[
W[1, 1] = \frac{28 + 76}{\sqrt{2}} = \frac{104}{\sqrt{2}}
\]

\[
W[1, 2] = \frac{51 + 19}{\sqrt{2}} = \frac{70}{\sqrt{2}}
\]

\[
W[1, 3] = \frac{12 + 25}{\sqrt{2}} = \frac{37}{\sqrt{2}}
\]

\[
W[1, 4] = \frac{43}{\sqrt{2}}
\]

Looking at octave 2:

\[
\]

\[
W_h[2, n] = \frac{34}{\sqrt{2}}g[2n - 0] + \frac{104}{\sqrt{2}}g[2n - 1] + \frac{70}{\sqrt{2}}g[2n - 2] + \frac{37}{\sqrt{2}}g[2n - 3] + \frac{43}{\sqrt{2}}g[2n - 4] + 0g[2n - 5] + 0g[2n - 6] + 0g[2n - 7]
\]

\[
W_h[2, 0] = \frac{34}{\sqrt{2}}g[0] + \frac{104}{\sqrt{2}}g[-1] + \frac{70}{\sqrt{2}}g[-2] + \frac{37}{\sqrt{2}}g[-3]
\]
Again, we can verify this with the filter bank approach. Notice how the $g[2n-m]$ term takes care of down-sampling for us. We can continue on, with the third octave. First, we need the lowpass outputs of octave 2, found in the same way as above,

$$W_h[2, 0] = \left(\frac{34}{\sqrt{2}}\right) \left(\frac{1}{\sqrt{2}}\right)$$

$$W_h[2, 0] = \frac{34}{2} = 17$$

$$W_h[2, 1] = \frac{34}{\sqrt{2}} g[2] + \frac{104}{\sqrt{2}} g[1] + \frac{70}{\sqrt{2}} g[0] + \frac{37}{\sqrt{2}} g[-1]$$

$$+ \frac{43}{\sqrt{2}} g[-2] + 0 g[-3] + 0 g[-4] + 0 g[-5]$$

$$W_h[2, 1] = \left(\frac{104}{\sqrt{2}}\right) \left(\frac{-1}{\sqrt{2}}\right) + \left(\frac{70}{\sqrt{2}}\right) \left(\frac{1}{\sqrt{2}}\right)$$

$$W_h[2, 1] = \frac{70 - 104}{2} = -\frac{34}{2} = -17$$

$$W_h[2, 2] = \frac{34}{\sqrt{2}} g[4] + \frac{104}{\sqrt{2}} g[3] + \frac{70}{\sqrt{2}} g[2] + \frac{37}{\sqrt{2}} g[1]$$

$$+ \frac{43}{\sqrt{2}} g[0] + 0 g[-1] + 0 g[-2] + 0 g[-3]$$

$$W_h[2, 2] = \left(\frac{37}{\sqrt{2}}\right) \left(\frac{-1}{\sqrt{2}}\right) + \left(\frac{43}{\sqrt{2}}\right) \left(\frac{1}{\sqrt{2}}\right)$$

$$W_h[2, 2] = \frac{43 - 37}{2} = \frac{6}{2} = 3$$

$$W_h[2, 3] = \frac{34}{\sqrt{2}} g[6] + \frac{104}{\sqrt{2}} g[5] + \frac{70}{\sqrt{2}} g[4] + \frac{37}{\sqrt{2}} g[3]$$

$$+ \frac{43}{\sqrt{2}} g[2] + 0 g[1] + 0 g[0] + 0 g[-1]$$

$$W_h[2, 3] = 0.$$
only with different coefficients.

\[ W[2, 0] = \frac{34}{2} = 17 \]
\[ W[2, 1] = \frac{174}{2} = 87 \]
\[ W[2, 2] = \frac{80}{2} = 40 \]
\[ W[2, 3] = 0 \]

**Looking at octave 3:**

\[
\]
\[
W_h[3, n] = 17g[2n - 0] + 87g[2n - 1] + 40g[2n - 2]
\]
\[
W_h[3, 0] = 17g[0] + 87g[-1] + 40g[-2] = \frac{17}{\sqrt{2}}
\]
\[
W_h[3, 1] = 17g[2] + 87g[1] + 40g[0] = \frac{40 - 87}{\sqrt{2}} = -\frac{47}{\sqrt{2}}
\]

Finding the lowpass outputs for this octave:

\[
W[3, 0] = 17h[0] + 87h[-1] + 40h[-2] = \frac{17}{\sqrt{2}}
\]
\[
W[3, 1] = 17h[2] + 87h[1] + 40h[0] = \frac{40 - 87}{\sqrt{2}} = -\frac{47}{\sqrt{2}}
\]

We stop here, because we get no more useful information after this point. Why? Because our original signal has only 8 samples, and each octave uses only half the data of the previous octave. In other words, since we have \(2^3\) values, we should not perform more than 3 octaves of resolution on the signal.

We end this chapter with a program to show the frequency magnitude response.
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% show_wavelet.m
%
% See the frequency magnitude responses of wavelet filters
%
% Name your wavelet here: Try "help waveinfo" for wavelet names
% examples: wavelet='haar'; wavelet='db2';
% wavelet='db15'; wavelet='dmev';
% wavelet='coif2';
% For an interesting one, try wavelet = 'bior3.1';
wavelet = 'db4';

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Get wavelet coefficients
try
    [h1, h2, h3, h4] = wfilters(wavelet);
catch
    disp('Using the default wavelet, db2.');
    wavelet = 'db2';
    a = (1-sqrt(3))/(4*sqrt(2));
    b = (3-sqrt(3))/(4*sqrt(2));
    c = (3+sqrt(3))/(4*sqrt(2));
    d = (1+sqrt(3))/(4*sqrt(2));
    h1 = [a b c d]; % forward coeffs
    h2 = [-d c -b a];
    h3 = [d c b a]; % reverse coeffs
    h4 = [a -b c -d];
end

% pad filter coeffs with 0s
wlen = length(h1);
hs1(length(h1)+1:128) = 0; % Zero-pad until we have 128 values
hs2(length(h2)+1:128) = 0;
h3(length(h3)+1:128) = 0; % Zero-pad until we have 128 values
hs4(length(h4)+1:128) = 0;

H1 = fft(h1);
H1mag = abs(H1);
H1phase = angle(H1);
H2 = fft(h2);
H2mag = abs(H2);
H2phase = angle(H2);
half_len = ceil(length(H1)/2);
range = 1:half_len;
plot(range,real(H1mag(range)),'r',range,real(H2mag(range)),'b');
mystr = 'Frequency magnitude response of lowpass (red),';
mystr = strcat(mystr, ' highpass (blue)');
title(mystr);
xlabel(sprintf('wavelet = %s, with %d coeffs',wavelet,wlen));

figure(2);

% Look at Reconstruction filters
H3 = fft(h3);
H3mag = abs(H3);
H3phase = angle(H3);
H4 = fft(h4);
H4mag = abs(H4);
H4phase = angle(H4);

plot(range,real(H3mag(range)),'r',range,real(H4mag(range)),'b');
mystr = sprintf('Frequency magnitude response of lowpass ');
mystr = strcat(mystr, 'inverse (red), highpass inverse (blue)');
title(mystr);
xlabel(sprintf('wavelet = %s, with %d coeffs',wavelet,wlen));

Using the default db2 wavelet, we get the graphs shown in Figure 9.26 and Figure 9.27. In order to see the frequency magnitude responses of other wavelets, the wavelets toolbox must be installed. These figures show what we should expect: the lowpass filter (and inverse lowpass filter) keep low frequencies about the same, but attenuate high frequencies.
Figure 9.26: The first graph of the “show_wavelet” program.
Figure 9.27: The second graph of the “show_wavelet” program.
9.12 Summary

This chapter presents the wavelet transform and shows how ordinary FIR filters can be used to implement this transform. We looked at the Haar transform, a simple wavelet transform of two filter coefficients, and then the Daubechies wavelets as an extension of the Haar transform. Biorthogonal wavelets were also presented.

The filter bank can be viewed as a way to perform this transform. Two common types of filter banks are quadrature mirror filters and conjugate quadrature filters. This chapter examined the down-samplers and up-samplers that go with a filter bank, as well as multiresolution, where we break a signal down at increasingly coarse scales. Multiresolution loosely corresponds to the frequency doubling seen in music, giving rise to the term “octaves” of resolution.

Functions to perform this transform include \texttt{dwt} and \texttt{idwt} for the forward and reverse discrete wavelet transforms, respectively. Anyone interested in image processing should consider the \texttt{dwt2} and \texttt{idwt2} commands.

9.13 Review Questions

1. Find (by hand) what the signals $z_d[n]$ and $w_d[n]$ would be for the filter bank in Figure 9.11. Let $x = \{8, 4, 0, 6, 3, 7, 2, 9\}$, $a = \frac{1}{2}$, and $b = \frac{1}{2}$. Be sure to show your work.

2. With a two-channel filter bank, such as in Figure 9.12, we found that the output $y[n] = (ac + bd)x[n - 1] + (aa + bb + cc + dd)x[n - 3] + (ac + bd)x[n - 5]$.

   The Daubechies wavelet transform uses coefficients $a = \frac{1 - \sqrt{3}}{4\sqrt{2}}$, $b = \frac{3 - \sqrt{3}}{4\sqrt{2}}$, $c = \frac{3 + \sqrt{3}}{4\sqrt{2}}$, and $d = \frac{1 + \sqrt{3}}{4\sqrt{2}}$.

   a. What 2 constraints do the previous equation put on the coefficients? Show that the Daubechies coefficients satisfy these constraints.

   b. What effect do the down/up-samplers have on the output $y[n]$? How would removing them change the previous $y[n]$ equation?

3. What is multiresolution (i.e., a wavelet transform having more than one octave)? Demonstrate this idea with a figure.

4. For the filter coefficients below, use MATLAB to plot the frequency magnitude
response, and the phase response. Determine if the filters have linear phase, and determine if the filters are highpass, lowpass, bandpass, or bandstop.

a. \{-0.0884, 0.0884, 0.7071, 0.7071, 0.0884, -0.0884\}
b. \{-0.1294, 0.2241, 0.8365, 0.4830\}
c. \{-0.4830, 0.8365, -0.2241, -0.1294\}

5. Write a MATLAB program to perform the following transform (for one octave) and inverse transform. See Figure 9.28, where LPF = \{1, 1\}, HPF = \{-1, 1\}. (LPF stands for Low Pass Filter, and HPF stands for High Pass Filter).

![Figure 9.28: Analysis filters.](image1)

For the inverse transform, see Figure 9.29.

![Figure 9.29: Synthesis filters.](image2)

Where ILPF = \{-1, -1\}, IHPF = \{-1, 1\} (ILPF stands for Inverse Low Pass Filter, and IHPF stands for Inverse High Pass Filter). Is \(y\) a scaled version of \(x\), e.g., \(y[n] \times (-1/4) = x[n]\)?

6. Implement a Haar transform, with MATLAB commands, for three octaves.

7. We saw a pattern for a CQF, in that the coefficients of one filter are alternately negated and mirrored, so that if we know one filter’s coefficients, we can find the coefficients for the three others. Does this work in general? Would this work for \(a = 3, b = 1\) in Figure 9.4?

8. If the down-samplers keep only one of every four values, what effect would this have on the filter bank? What if the filter bank structure were modified to have four channels?

9. Write a function to return the one octave, Daubechies four-coefficient wavelet transform for a given signal. Include low- and highpass outputs.
10. Given the input signal \( x[n] = 2 \cos(2\pi 100n/300) + \cos(2\pi 110n/300 - \pi/8) \) for \( n = 0..255 \), write the commands to find the DWT for 3 octaves. Compare your results with those of the \texttt{dwt} function. Plot the original function, as well as the approximate signals.

11. For the Haar transform show in Figure 9.4, use values \( a = b = \frac{1}{2} \) (no downsampling), find signals \( z, w, \) and \( y \), given an input of \( x = \{6, 1, 3, 7, 2, 5, 8, 10\} \).

12. Suppose you have a 3-octave DWT. Draw the analysis structure in terms of filters and down-samplers.

13. For a four-octave DWT, suppose the input has 1024 samples. How long would the detail outputs be? How long would the approximate outputs be? What if down/up-sampling were not used? For simplicity, you can assume that the filter’s outputs are the same lengths as their inputs.

14. For an input of 1024 samples, how many octaves of the DWT could we have before the approximation becomes a single number? For simplicity, you can assume that the filter’s outputs are the same lengths as their inputs.

15. We stated above that the quadrature mirror filter will not work for four coefficients, i.e., \( h_0 = g_0 = \{a, b, c, d\}, h_1 = \{-b, c, -d\}, g_1 = -h_1 \). Show analytically that this will not work. That is, what constraints are there on the values \( a, b, c, \) and \( d \), in order to get perfect reconstruction?
Chapter 10

Applications

This chapter presents several applications in MATLAB. First, it covers working with sound and images, including how to show sound as a frequency-domain graph. Other applications focus on the discrete wavelet transform, and how to design an FIR filter. This chapter also includes a set of programs to recursively solve a Su Doku puzzle. Finally, it ends with an example on compression.

10.1 Examples Working with Sound

MATLAB can read and write sound files in the .wav format. Of course, the computer must have a microphone attached. Unfortunately, at the time of this writing, some of the .wav features are only available on the Microsoft Windows® version of MATLAB.

The example below records 16,000 samples at 8000 samples/second, as double values. A little math reveals that this records for two seconds. After recording, the code plays the sound back.

```matlab
% record from the microphone
x = wavrecord(16000, 8000, 'double');
% play it back
wavplay(x)
```

Running the above code produces an odd-sounding result. Since we did not specify the sampling rate, MATLAB chose one for us: 11,025 Hz (according to the help function). We next specify the correct sampling rate.

```matlab
% play it back at the right sampling rate
wavplay(x, 8000)
```
What do you observe when the playback sampling rate (given as the second parameter) is less than the sampling rate used in the recording? What if you play it back with a higher sampling rate? Something else to consider is the `double` specification in the `wavrecord` command. What if we used `uint8` instead?

When we try this code on a Macintosh® running OS X, we get the following response.

```matlab
>> x = wavrecord(16000, 8000, 'double');
??? Error using ==> wavrecord
    WAVRECORD is only for use with Windows 95/98/NT machines.
```

One easy solution is to use software external to MATLAB to record data. Once saved as a file, we can use MATLAB to read it. Another possibility exists, that we will discuss shortly.

Suppose we overcome the recording issue, and have our sound data in `x`. Next, we might want to play it back.

```matlab
>> wavplay(x)
??? Error using ==> wavplay
    WAVPLAY is only for use with Windows 95/98/NT machines.
```

This can be overcome with the `sound` command. It works just like the `wavplay` command, but MATLAB supports it on OS X, as well as under Unix/Linux. Since it also works on computers running Microsoft operating systems, use `sound` instead of `wavplay` for compatibility.

```matlab
>> sound(x)
>> sound(x, 8000);
```

As the example shows, it also takes a sampling rate as the second parameter.

What if you were not able to run the examples above? We can create an example sound with a sinusoid, and then play it. The next example does just that. This should work on any computer that has MATLAB and a working sound card.

```matlab
% create an example sound
t = 0:0.0001:3;
x = 0.9*cos(2*pi*440*t);
% play it back
sound(x, 8000);
```

Assuming that we still have `x`, let’s write it to a file. You will recognize 8000 as the sampling frequency, and `example_sound.wav` is the name of the file to create.
The other parameter, 16, gives the number of bits per sample. Though the \texttt{wavwrite} function uses 16 as the default, there are other possibilities.

\begin{verbatim}
wavwrite(x, 8000, 16, 'example_sound.wav');
\end{verbatim}

Once we have created the example sound file, we will want to read it back sooner or later. Just as the sampling rate and number of bits are written as part of the file, these are returned when we read it as the second and third values, respectively.

\begin{verbatim}
[x2, fs, b] = wavread('example_sound.wav');
\end{verbatim}

Inspecting the values for \textit{fs} and \textit{b} reveal that these are the same as the parameters that we gave to the \texttt{wavwrite} command.

Now let’s create a new sound from the one we just read from disk. What does \textit{mysound} sound like? Why? This code demonstrates random access, an advantage of digital media over analog.

\begin{verbatim}
mysound = x2(length(x2):-1:1);
% play it back
sound(mysound, fs);
\end{verbatim}

We have seen some examples that work with the .\texttt{wav} audio format, though other possibilities exist. A program can read and write sound files in Sun’s .\texttt{au} audio format, with \texttt{auread} and \texttt{auwrite}, respectively. Other sound file formats can be read, with a little help from an Internet search. You may find code available to read the file format you want, or with enough determination and documentation, you can write your own.

Another way to record uses the \texttt{audiorecorder} command, a recent addition to MATLAB (version 7 includes it, but version 6 does not). It uses special audio recorder objects, so our functional implementation will need a bit more explanation. Let’s see what the code for our first record/playback example might look like. First, the code below sets up an “audiorecorder” object, that we label \textit{x.object}. Next, we call the \texttt{record} function, which records data to an object. Here we use it with the microphone, but it could be used for other communications, such as with a device connected through a serial port. The second parameter in the \texttt{record} command specifies the number of seconds to record. We follow this with a \texttt{pause} command, to give the computer time to make the recording (2 seconds to record plus a safety margin .2 seconds). If we had something else to do, we could put that code here. Also, there is a similar function \texttt{recordblocking} that does not return until the recording finishes. Finally, the code below uses the \texttt{play} command, which works with
audiorecorder objects like sound or wavplay did with the data in previous examples. Leaving the semicolon off the end of the play command shows information about the object.

```matlab
x_object = audiorecorder(44100, 8, 1);
record(x_object, 2);
pause(2.2);
play(x_object)
```

Though we may desire to record at a lower sampling rate, it may not be supported. The author found that calling the record function for an audioplayer object of 8000 samples/second resulted in a warning message about “unsupported audio format,” while a similar call to function recordblocking failed to return! The difference between the two calls should simply be when the control returns to the user; record returns right away (continuing work in the background), while recordblocking returns after the recording time elapses.

Can we use the sound function with the audioplayer object? Yes, though we must first get the data in a format that the sound function can use. In other words, we want the raw sound data, not the nice object encapsulation. The getaudiodata function provides such a facility, as seen below.

```matlab
% convert the data to an array of doubles
x = getaudiodata(x_object, 'double');
% play it back
sound(x, 44100);
```

In summary, of the commands used in this section, we saw that wavrecord and wavplay are not supported on all platforms. To get around this incompatibility, other software (besides MATLAB) can be used to record sound, and the sound command can be used in place of wavplay. The audiorecorder command, and related functions, also allow the user to work with sound. These commands are worth exploring, though they are not implemented in older MATLAB versions.

### 10.2 Examples Working with Images

Working with images can be rewarding. The results are readily apparent, in a concrete way. MATLAB provides functions to make image processing very easy. The examples in this section are meant to give the reader a quick understanding of what MATLAB can do.

The code below draws a small, white rectangle on a black background. The imwrite command below saves the image to disk, in the TIFF format.
% Create a 128x128 matrix of zero values
x = zeros(128, 128);
% Draw a solid white rectangle
x(20:30, 20:40) = 255;
% Save it as the file "whiterect.tiff"
imwrite(x, 'whiterect.tiff', 'TIFF');
% Show it on the screen
imshow(x);

Next, we will read the file from disk, and switch the rows and columns of the image. Of course, the imread command is not necessary if the image is still in memory.

% first, read the image
x = imread('whiterect.tiff');
% switch rows with columns
y = x.';
imshow(y);

If the image does not appear when the above code runs, the window for the image is probably just hidden. A call to figure(1) will bring the window to the front, assuming that it is the first figure.

We can also switch the rows and columns of a more complex image. The “dog on porch” image is available on the accompanying CD-ROM, and it will be used for the following examples. We will repeat the above example, only a bit more concisely. First, let’s simply load the image and display it.

dog = imread('dog256x256.gif');
imshow(dog);

Now let’s show it with the rows and columns switched, as a second figure.

figure(2);
imshow(dog.');

As one can see from the two images, transposing an image is not the same as rotating the image. For a clockwise rotation, we need to show the first column, from the bottom to the top, as the first row. Then repeat this for the next column, and the next column, etc. The following code does this, and shows the rotated image.
for r=1:256
    clockwise_dog(r, 1:256) = dog(256:-1:1, r);
end
figure(3);
imshow(clockwise_dog);

This works because we happen to know the image’s dimensions in advance. What if we do not know this? Let’s see what happens when we generalize this code. First, we will make a new image as a subset of the original one. While we are at it, we will close all of the open figures, then display the new image.

dog2 = dog(10:100, 20:200);
close all
imshow(dog2);

We see that only the top part of the image is copied to the new image. Now we will rotate it, as if we did not know the dimensions.

[MAX_ROWS, MAX_COLS] = size(dog2);
for r=1:MAX_COLS
    clockwise_dog2(r, 1:MAX_ROWS) = dog2(MAX_ROWS:-1:1, r);
end
figure(2);
imshow(clockwise_dog2);

Running the above code shows the new image, rotated clockwise, as expected. In this section, we saw a few examples of working with images in the MATLAB programming environment.

10.3 Performing the 2D Discrete Wavelet Transform on an Image

Most texts on the discrete wavelet transform include an image such as that shown in Figure 10.1. It shows that the approximation is just that, and that the three details include horizontal, vertical, and diagonal edges. How difficult is it to generate an image like this?

First, we will load the image, and show it. Then we will perform the 2D Discrete Wavelet Transform (DWT) on that image. Next, we will make the results presentable. The make_image.m program takes an input matrix and returns something we can display. Once we do the DWT, the results are floating-point, and could
be negative, and certainly can be greater than 255 (which makes the pixel value outside the grayscale range). Therefore, we need to map the values to grayscale.

Here is the `make_image.m` program that we need to form an image. It finds the range of values within a matrix, scales them to the range 0 to 255, and then converts them to `uint8`, unsigned, 8-bit integer values.

```matlab
% make_image.m
% Take a 2D matrix, and return it as an image
% (uint8 values, from 0 to 255).
% 
function imX = make_image(x);

minX = min(min(x));
maxX = max(max(x));

scale = maxX - minX;
imX = uint8(floor((x - minX)*255/scale));
```

Notice that we used \texttt{min} twice, since \texttt{min(x)} returns an entire row with the
minimum values from the columns. Similarly, the max function returns an array when given a two-dimensional matrix.

We can verify the minimum and maximum values returned by the make_image program by giving it small example matrices and checking the results. We will start with an easy one, and make them a little more complex each time.

```matlab
>> make_image([0, 1; 6, 512])
ans =
    0    0
    2  255

>> make_image([0, 1; -6, 512])
ans =
    2    3
    0  255

>> make_image([-255, 1; -6, 255])
ans =
    0  128
   124  255

>> make_image([-255, 1; -6, 255])
ans =
    0  128
   124  255

>> make_image([ 100, 101; 106, 512])
ans =
    0    0
As an exercise, generate a random array and verify that the `make_image` program always returns results between 0 and 255. Also, try it with floating-point values. What if complex values were passed to this program? How could it be fixed to return real integers only?

10.3.1 2D DWT of a Grayscale Image

Now we have our program to show the effects of the 2D DWT on an image. First, we will load the image and show it to the screen.

```matlab
% load the image
x = imread('dog256x256.gif');
% show the original
figure(1);
imshow(x); title('original image');
```

Next, we will perform the 2D discrete wavelet transform on the image. Here we use the Daubechies' `db16` wavelet, though we could use any discrete wavelet that we like.

```matlab
[A, B, C, D] = dwt2(double(x), 'db16');
```

To make the different subimages viewable, we need to map their values to grayscale pixel values. We use the `make_image` program from the previous section.

```matlab
imA = make_image(A);
imB = make_image(B);
imC = make_image(C);
imD = make_image(D);
```

We need to know how large the subimages are. We can assume that they are the same size, and create a large image matrix (`superx`) based on the size of subimage `imA`. The `zeros` function simply returns a matrix filled with zeros, with the given dimensions. In this case, the matrix values are all of type `uint8`.

```matlab
[MAKEA_row, MAKEA_col] = size(imA);
% The dimensions should all be the same.
% [MAKEB_row, MAKEB_col] = size(imB);
% [MAKEC_row, MAKEC_col] = size(imC);
% [MAKED_row, MAKED_col] = size(imD);
superx = zeros(MAKEA_row*2, MAKEA_col*2, 'uint8');
```
Now we can place the subimages in the four corners of the \textit{superox} matrix.

\begin{verbatim}
% put A in top left
superx(1:MAXA_row, 1:MAXA_col) = imA;
% put B in top right
superx(1:MAXA_row, MAXA_col+1:MAXA_col*2) = imB;
% put C in bottom left
superx(MAXA_row+1:MAXA_row*2, 1:MAXA_col) = imC;
% put D in bottom right
superx(MAXA_row+1:MAXA_row*2, MAXA_col+1:MAXA_col*2) = imD;
\end{verbatim}

Finally, we show the \textit{superox} matrix as an image.

\begin{verbatim}
figure(2);
imshow(superx);
title('After one octave of the DWT');
\end{verbatim}

When we execute this code, we will see an image just like Figure 10.1. This works fine for grayscale images, and we expand this program for color images in the next section.

\subsection*{10.3.2 2D DWT of a Color Image}

We can also perform the 2D DWT of a color image. One way to handle this is to treat the three color components (red, green, blue) as separate signals. We take this approach with the code below.

\begin{verbatim}
% Perform the DWT of a color image

% first, load and show the image
x = imread('colorimage.jpg');
figure(1);
imshow(x); title('original image');

% Do the 2D DWT on the red component
[Ar, Br, Cr, Dr] = dwt2(double(x(:,:,1)), 'db16');
% Do the 2D DWT on the green component
[Ag, Bg, Cg, Dg] = dwt2(double(x(:,:,2)), 'db16');
% Do the 2D DWT on the blue component
[Ab, Bb,Cb, Db] = dwt2(double(x(:,:,3)), 'db16');
\end{verbatim}
In order to show the results, we must first map the values to the range 0 to 255. We do this for each color component separately.

% Make images from the red DWT results
imAr = make_image(Ar);
imBr = make_image(Br);
imCr = make_image(Cr);
imDr = make_image(Dr);

% Make images from the green DWT results
imAg = make_image(Ag);
imBg = make_image(Bg);
imCg = make_image(Cg);
imDg = make_image(Dg);

% Make images from the blue DWT results
imAb = make_image(Ab);
imBb = make_image(Bb);
imCb = make_image(Cb);
imDb = make_image(Db);

Next, we make a matrix large enough to fit all four subimages. The dimensions for the subimages should all be the same, so we base our large matrix’s size on the approximation. We do not use the original image’s dimensions for this, since the dwt command may return extra values according to the boundary. This matrix must be three-dimensional, with the third dimension allowing us to differentiate between red, green, and blue color components.

% Find the dimensions (which are the same for all subimages).
[MAXA_row, MAXA_col] = size(imAr);
% create a large matrix to put the subimages
superx = zeros(MAXA_row*2, MAXA_col*2, 3, 'uint8');

Now we combine the three color components for the approximation A, and store them in the large matrix superx.

% put A in top left
superx(1:MAXA_row, 1:MAXA_col,1) = imAr;
superx(1:MAXA_row, 1:MAXA_col,2) = imAg;
superx(1:MAXA_row, 1:MAXA_col,3) = imAb;
Likewise, we combine the color components for each of the details, and put them in their respective corners.

```matlab
% put B in top right
superx(1:MAXA_row, MAXA_col+1:MAXA_col*2,1) = imBr;
superx(1:MAXA_row, MAXA_col+1:MAXA_col*2,2) = imBg;
superx(1:MAXA_row, MAXA_col+1:MAXA_col*2,3) = imBb;
% put C in bottom left
superx(MAXA_row+1:MAXA_row*2, 1:MAXA_col,1) = imCr;
superx(MAXA_row+1:MAXA_row*2, 1:MAXA_col,2) = imCg;
superx(MAXA_row+1:MAXA_row*2, 1:MAXA_col,3) = imCb;
% put D in bottom right
superx(MAXA_row+1:MAXA_row*2, MAXA_col+1:MAXA_col*2,1) = imDr;
superx(MAXA_row+1:MAXA_row*2, MAXA_col+1:MAXA_col*2,2) = imDg;
superx(MAXA_row+1:MAXA_row*2, MAXA_col+1:MAXA_col*2,3) = imDb;
```

Now we show the resulting image.

```matlab
imshow(superx);
```

You can find an example image, `colorimage.jpg`, on the accompanying CD-ROM. From running this program, we see that the approximation retains colors, but the three details are shades of gray.

### 10.4 The Plus/Minus Transform

The plus/minus transform is a simple one, used to explain key concepts of the wavelet transform.

Suppose we have the following example signal: \{4, 7, 1, 8\}. We will take every pair of numbers, add them together, and subtract the second one from the first. For the additions/pluses, we have 4+7, and 1+8, resulting in the numbers \{11, 9\}. For the subtractions/minuses, we find 4 – 7 and 1 – 8. The order is important; we always subtract the second number from the first of every pair. The numbers \{-3, -7\} result from the subtractions. Thus, our transformation gives us two signals: \{11, 9\} and \{-3, -7\}.

How can we undo the transform? Suppose we forgot the original numbers, but remember how we got them. We will label the original sequence \{x_1, x_2, x_3, x_4\}. From the transform, we know:

\[ x_1 + x_2 = 11 \]
Applications

\[ x_1 - x_2 = -3. \]

Adding these two equations together gives us:

\[ 2(x_1) + (x_2 - x_2) = 11 + (-3) \quad \text{thus}, \]
\[ x_1 = (11 - 3)/2 = 4. \]

We can plug this number into either equation above that has both \( x_1 \) and \( x_2 \). Let’s use the first one:

\[ 4 + x_2 = 11 \]
\[ x_2 = 11 - 4 = 7. \]

So we conclude that the first two original numbers are \{4, 7\}. To find the rest of the original numbers, we repeat the above logic on the next numbers from our signals. This is left as an exercise for the reader.

We saw how the example signal \{4, 7, 1, 8\} maps to the two signals \{11, 9\} and \{-3, -7\}. Suppose we find the plus/minus transform on each of these resulting signals:

\[ 11 + 9 = 20 \]
\[ 11 - 9 = 2 \quad \text{and} \]
\[ -3 + (-7) = -10 \]
\[ -3 - (-7) = 4. \]

This results in four signals, \{20\}, \{2\}, \{-10\}, and \{4\}. We cannot go further, or at least there is no point in going further due to our data size.

In our plus/minus transform, we add the inputs in pairs then skip to the next input pairs. Think of this as shifting the transform over the data. First we find 4+7, then shift over to find 1+8, etc. We could have a transform that involves a larger group of numbers, but still shift over by two for each calculation. Each level affects more of the signal (scaling). For example, level-1 computes 4+7 = 11, involving the first two numbers. Level-2 computes (4+7)+(1+8) = 20, where we used the whole signal. Even if we had a longer signal, we would eventually arrive at a level where we use the whole signal. This simple transform shows the shifting and scaling (of the index) that exists in the wavelet transform.

To summarize, we have an approximation of 20, and an average of 20/4. We have 2 details, level-1: \{-3, -7\} and level-2: \{2\}. Note the similarity to the discrete wavelet transform; it has 1 approximation signal, and \( J \) detail signals, where \( J \) is based on the input length. If we gave the DWT a signal of four values, we would expect only two possible octaves of resolution, since \( 2^2 = 4 \). This leads us to
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a natural question, “Why should we care about the plus/minus transform?” To answer this, first notice that we could multiply through by \( \frac{1}{\sqrt{2}} \), to eliminate the need to divide at the end (i.e., \( \frac{20}{4} \)). If we do this, our plus/minus transform becomes the Haar transform (from 1910). The plus operation corresponds to the scaling function \( \phi \), while the minus operation performs the wavelet function \( \psi \). With a slight change to our plus/minus transform, we see that it uses coefficients \( \{\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\} \) and \( \{\frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}}\} \). A wavelet is a small wave, shifted and scaled, and used to represent a signal as large, medium, and small waves. The plus/minus transform also does this.

10.5  

Doing and Undoing the Discrete Wavelet Transform

For signal analysis using the wavelet transform, it makes sense to examine the results of the DWT after the transform, but before the signal is completely reconstructed. That is, we can view the signal as a set of subsignals which, when added together, combine to reconstitute the original data. These subsignals are what the wavelet transform removed from the original signal at different levels of resolution.

There are two programs (included on the CD-ROM) specifically for this sort of analysis: “DWT_undo.m” and “DWT_undo2.m,” for the 1D and 2D cases, respectively. Both allow the input signal to be analyzed for up to 8 octaves. Keep in mind that the input size limits the number of octaves. If \( J \) represents the number of octaves, then the input signal must be at least \( 2^J \) samples long (or in the case of a 2D signal, it must be at least \( 2^J \times 2^J \) samples). For both of these programs, the details and approximation subsignals are the same size as the original. Compare these to the normal DWT functions \texttt{dwt} and \texttt{dwt2}, where the size of the subsignals depends directly on the octave number. These two programs give the subsignals as the same size, so that adding all subsignals together recreates the original. This would not be appropriate for a compression application, but extra data is fine for analysis.

The code below shows how these programs work. First, we will examine the 1D case.

```matlab
x = floor(rand(1,100)*100);
[A, D] = DWT_undo(x, 'db4', 3);
input_recon = A + D(1,:) + D(2,:) + D(3,:);
error = sum(abs(x - input_recon))
```

The code generates a random signal for \( x \), then finds the DWT and Inverse Discrete Wavelet Transform (IDWT) on \( x \) using the \texttt{db4} wavelet, for three octaves.
The results are returned in a one-dimensional, third-octave approximation $A$, and three detail signals $D$ ($D(1,:)$, $D(2,:)$, and $D(3,:)$). The variable `input_recon` will be a one-dimensional reconstruction of the original signal $x$. It should be an exact copy of $x$, which we verify in the final statement. Aside from some precision error, the difference between the two signals is zero. The actual output follows.

```plaintext
error =

4.3289e-09
```

The random signal used above works well to test out the code, but we will run it again with a real signal for $x$. As the code below shows, we make $x$ a sum of sinusoids, then apply the “DWT_undo” function. When we do, we see that we get the results as shown in Figures 10.2 and 10.3.

```plaintext
t = 0:0.001:0.1;
x = cos(2*pi*100*t) + 1.5*cos(2*pi*110*t + pi/6);
[A, D] = DWT_undo(x, 'db4', 3);
```

Figure 10.2 plots the original signal in the top, and the “undone” third-level approximation in the bottom. We see that the signals are the same size, which comes from the “DWT_undo” function. The approximation signal is not the compact, one-eighth size approximation, but instead the contribution from the approximation channel, ready to be added to the detail contributions sample by sample to reconstruct the original. Keep in mind that we are not after compactness here, but we want to see how the original signal breaks down into subsignals. Looking at the three “undone” detail signals in Figure 10.3, we may notice the scale of the details grows according to the octave. The first octave’s detail signal contains many small variations, while the second octave’s detail signal has larger variations but fewer of them. The second octave’s details would be half the number of the first octave’s, resulting in fewer variations. The larger magnitudes show that the approximation at octave 1 becomes the detail at octave 2. In other words, our idea of “detail” varies (gets larger) with each succeeding octave.

As the details get larger in magnitude from octave 1 to octave 2, so they do between octaves 2 and 3. The details at octave 3 contain an interesting feature; we see the magnitudes get smaller around sample 40 and larger afterwards, just like in the original signal. In fact, examining the third-octave approximation (bottom plot of Figure 10.2) reveals that before sample 85, the approximation could very easily be 0. The three detail signals actually contain the salient signal information, at least before the last few samples.
Figure 10.2: Results of “DWT undo” for a 1D signal: original and approximation.
Figure 10.3: Results of “DWT undo” for a 1D signal: details for octaves 1–3.
Again, we reconstruct the input signal, and compute the error only to find it to be very small.

```
>> input_recon = A + D(1,:) + D(2,:) + D(3,:);
>> error = sum(abs(x - input_recon))

error =

3.3799e-10
```

For the 2D case, let’s start with an image. Any relatively large image will do. We will store it (using double precision) in variable `x`. Next, we call “DWT_undo2” to perform the 2D DWT and IDWT using wavelet `db4`, for eight octaves. After this, we reconstruct the signal and find the error.

```
tic
x = double(imread('dog256x256.gif'));
[A, B, C, D] = DWT_undo2(x, 'db4', 8);
y = A;
for k=1:8
    tempB(:,:,k) = B(:,:,k);
    tempC(:,:,k) = C(:,:,k);
    tempD(:,:,k) = D(:,:,k);
    y = y + tempB + tempC + tempD;
end
error = sum(sum(abs(x-round(y))))
toc
```

The output appears below. The commands `tic` and `toc` allow us to specify the start and stop of a virtual stopwatch to know how long the code takes. Note that this includes not only the time for “DWT_undo2,” but also the time taken by the reconstruction. The total time is just under 17 seconds.

```
error =

0
```

Elapsed time is 4.191529 seconds.

Exactly zero error? This comes from the `round` function, essentially converting the reconstructed signal to integer values. As a grayscale image, the original signal’s values are all integers between 0 and 255, so it makes sense to round the result.
The matrices $B$, $C$, and $D$ above store the image details for the number of octaves given. That is, $B$ not only contains the detail matrix corresponding to octave 1, it also stores the detail matrix for octaves 2, 3, etc. The differences between $B$, $C$, and $D$ are the filters we use to generate each (low-high, high-low, or high-high). These matrices hold the details, and can be used to see edges within the image. In fact, $B$, $C$, and $D$ are commonly referred to as the horizontal, vertical, and diagonal components of an image. This is why MATLAB’s documentation (help dwt2) lists the outputs as “CA, CH, CV, and CD,” for approximate, horizontal, and so forth.

10.6 Wavelet Transform with Matrices

This section will show how the DWT can be computed with matrices. We will consider only one channel, since the second channel will work the same way and matrix addition is easy to do. For the second channel, we could either create a separate matrix or reuse the same one by interlacing the channels or appending one to the bottom of the other.

First, consider the channel without filter banks. We have two filters along the channel, an analysis filter $h$ followed by a synthesis filter $f$. Our transformed data $w$ will be the input $x$ convolved with $h$.

$$w = h * x$$

Then, we convolve $w$ with $f$ to create our channel output.

$$output = f * w$$

So the whole idea here boils down to performing convolution with a matrix operation. Consider a single value, $w_n$, from the first convolution. To make things simple, we will assume that $h$ has four values. Thus,

$$w_n = h_3 x_{n-3} + h_2 x_{n-2} + h_1 x_{n-1} + h_0 x_n.$$ 

Notice that this could be accomplished with a $1 \times 4$ matrix multiplied by a $4 \times 1$ matrix.

$$w_n = \begin{bmatrix} h_3 & h_2 & h_1 & h_0 \end{bmatrix} \begin{bmatrix} x_{n-3} \\ x_{n-2} \\ x_{n-1} \\ x_n \end{bmatrix}$$

All we need to do is generalize the $h$ matrix for all $n$. 
We can create a similar matrix with $f$ to convolve with $w$ for the other filter.

But how do we deal with down-sampling? Surely we do not want to throw away half of our calculations! The key here is to notice that we only have $w$ values for even indices $n$. (Remember that we are considering only the analysis filter for the moment.) In other words, assuming $n$ is even, we want to generate $w_n, w_{n+2}, w_{n+4}, \ldots$ We can accomplish this by eliminating every other row in the $h$ matrix above. For the matrix as a whole, this appears that we are shifting the $h$ values over by two positions every time we go down a row.

$$
\begin{bmatrix}
w_n \\
w_{n+2} \\
w_{n+4} \\
w_{n+6} \\
\vdots 
\end{bmatrix} =
\begin{bmatrix}
h_3 & h_2 & h_1 & h_0 & 0 & 0 & 0 & \cdots & 0 \\
0 & h_3 & h_2 & h_1 & h_0 & 0 & \cdots & 0 \\
0 & 0 & h_3 & h_2 & h_1 & h_0 & 0 & \vdots \\
\vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & 0 & 0 & 0 & h_3 & h_2 & h_1 & h_0 
\end{bmatrix} 
\begin{bmatrix}
x_{n-3} \\
x_{n-2} \\
x_{n-1} \\
x_n \\
x_{n+1} \\
x_{n+2} \\
x_{n+3} \\
\vdots 
\end{bmatrix}
$$

Now for the up-sampling and reconstruction. Every other input ($w_n$, when $n$ is odd) should be zero.

$$\text{output}_n = f_30 + f_2w_{n-2} + f_10 + f_0w_n, \ n \text{ even}$$

$$\text{output}_n = f_3w_{n-3} + f_20 + f_1w_{n-1} + f_00, \ n \text{ odd}$$

Instead of putting zeros in between $w$ values, we prefer to alter the matrix $f$. This leads us to the following $f$ matrix. Rather than shifting the $f$ values over twice between rows, we write them shifted down by two rows between columns. Looking at the patterns for $f$ and $h$ values, we see the similarity between them and a knight’s
move in a chess game.

\[
\begin{bmatrix}
\text{output}_n \\
\text{output}_{n+1} \\
\text{output}_{n+2} \\
\text{output}_{n+3} \\
\vdots \\
0 \cdots 0
\end{bmatrix}
= \begin{bmatrix}
f_3 & f_1 & 0 & 0 & \cdots & 0 \\
0 & f_2 & f_0 & 0 & \cdots & 0 \\
0 & f_3 & f_1 & 0 & \cdots & 0 \\
\vdots & \vdots & 0 & f_2 & f_0 & 0 \\
0 & \cdots & 0 & f_3 & f_1 & \cdots
\end{bmatrix}
\begin{bmatrix}
w_{n-6} \\
w_{n-4} \\
w_{n-2} \\
w_n \\
w_{n+2} \\
w_{n+4} \\
w_{n+6} \\
\vdots
\end{bmatrix}
\]

Taking the two matrices, \( H \) and \( G \), some interesting properties of these matrices are [3]:

\[
\% \text{Daubechies_coeffs.m}
\%
\% Daubechies wavelet coeffs.
\%
\%
\% Highpass (wavelet) coefficients
d0 = (1-sqrt(3))/(4*sqrt(2));
d1 = -(3-sqrt(3))/(4*sqrt(2));
d2 = (3+sqrt(3))/(4*sqrt(2));
d3 = -(1+sqrt(3))/(4*sqrt(2));
\%
\% Lowpass (scaling) coefficients
c0 = -d3;
c1 = d2;
c2 = -d1;
c3 = d0;
\%
H = [c3 c2 c1 c0 0 0 0 0 0 0; ...
    0 0 c3 c2 c1 c0 0 0 0 0; ...
    0 0 0 0 c3 c2 c1 c0 0 0; ...
    0 0 0 0 0 0 c3 c2 c1 c0];
\%
G = [d3 d2 d1 d0 0 0 0 0 0 0; ...
    0 0 d3 d2 d1 d0 0 0 0 0; ...
    0 0 0 0 d3 d2 d1 d0 0 0; ...
    0 0 0 0 0 0 d3 d2 d1 d0];
\]
disp('multiplying Scaling coeffs by their transpose = I');
H*H.

disp('multiplying Wavelet coeffs by their transpose = I');
G*G.

disp('multiplying Scaling coeffs by Wavelet coeffs = 0 matrix');
H*G.

When we run the above program, we get the following output:
multiplying Scaling coeffs by their transpose = I

ans =

1.0000  0.0000   0   0
0.0000  1.0000  0.0000   0
 0  0.0000  1.0000  0.0000
 0  0  0.0000  1.0000

multiplying Wavelet coeffs by their transpose = I

ans =

1.0000  0.0000   0   0
0.0000  1.0000  0.0000   0
 0  0.0000  1.0000  0.0000
 0  0  0.0000  1.0000

multiplying Scaling coeffs by Wavelet coeffs = 0 matrix

ans =

1.0e-17 *

0.3648 -0.1637   0   0
-0.1306  0.3648 -0.1637   0
 0  -0.1306  0.3648 -0.1637
 0   0 -0.1306  0.3648
From the above run, we see that multiplying a matrix of coefficients by its transpose results in the identity matrix, i.e., $HH^T = I$, and $GG^T = I$. Also, when we multiply the two matrices together, we get a zero matrix: $HG^T = 0$. (Do not forget that each value from the final output above is multiplied by a very tiny exponent. These nonzero values can be attributed to precision error.)

This covers only one octave of the wavelet transform. We can extend this to several octaves, as well as several dimensions. Above, we used the coefficient matrices to define the transform. We can use them recursively to compute further octaves. That is, $w = Hx$ (with $H$ representing the matrix of $h$ values). The other channel’s analysis would be $v = Gx$ (where $G$ is just like $H$, except generated from a different filter). We will let $G$ represent the matrix made from highpass (wavelet) coefficients and $H$ represent a similar matrix made from the lowpass (scaling) coefficients. Refer to the top of Figure 10.4 for the analysis of $x$ for three octaves.

First, we will find the first level approximation. We will not keep this, but we use it to compute the other octaves.

$$\text{approximation}_1 = Hx$$

To get the next octave’s approximation, we use the previous result.

$$\text{approximation}_2 = H\text{approximation}_1$$

$$\text{approximation}_2 = H(Hx)$$

So the outputs of three octaves of the DWT would be:

$$\text{detail}_1 = Gx$$

$$\text{detail}_2 = G(Hx)$$

$$\text{detail}_3 = G(H(Hx))$$

$$\text{approximation}_3 = H(H(Hx)).$$

We can calculate these values recursively, as above, or we can create transform matrices that have the same result.

### 10.7 Recursively Solving a Su Doku Puzzle

*Su Doku* is a puzzle where digits 1 through 9 appear exactly once in every row, column, and $3 \times 3$ submatrix. The puzzle comes with some of the numbers already filled in, and the object is to fill in the rest. For example, imagine a row with the
The wavelet transform shown for 3 octaves (resolution levels)

Analysis (Forward Transform)

Synthesis (Inverse Transform)

**Figure 10.4:** Three octaves of the one-dimensional discrete wavelet transform.
first eight numbers given as \{3, 1, 5, 9, 7, 6, 8, 4\} followed by a blank. We know that the number that goes in the blank cannot be a repeat of any of the numbers already in the row, and by the process of elimination we arrive at the conclusion that 2 must go in the blank spot. With similar logic, we should be able to complete the puzzle. A well-constructed Su Doku puzzle has only one solution. But how do we know if this is the case?

We can treat the puzzle as a matrix, and use MATLAB to solve it for us. Sure, this takes the fun out of it, but we will go one step further: we will have MATLAB find all possible solutions.

To solve this problem, we will use recursion. We start with the puzzle in an incomplete form, with 0s for the blanks. Next, we will find the first blank (zero), and put a guess in its place. We then check to see if our guess causes a problem; if this number already exists in the row, column, or 3 × 3 submatrix. If a conflict exists, we repeat the process with a new guess. To keep it simple, our guesses will always start with 1, then increment to 2, then increment to 3, and so forth until we reach 9.

Table 10.1 shows an example Su Doku puzzle with 0s in the place of blanks. Table 10.2 gives the answer. If you have not seen this puzzle before, see if you can solve it on your own.

To solve the problem, we will use three MATLAB files: a program to give the incomplete puzzle and start things off, a function to check to see if the puzzle is valid, and a function to look for blanks and fill them in with guesses. We will call the starting program `sudoku.m`, then the function that checks the puzzle `sudoku_check.m`, and the search and guess function `sudoku_search.m`.

First, let’s look at the starting program. We define the puzzle as a matrix, with
zeros in place of the blanks. We next check out the puzzle, to make sure it is valid, using the `sudoku_check` function. If it is not, the search function will never find a solution, so we look for this up front. Then we call our `sudoku_search` function.

```matlab
puzzle = [ 0, 2, 3, 4, 0, 6, 7, 8, 0;
           4, 0, 6, 7, 0, 9, 1, 0, 3;
           7, 8, 0, 1, 0, 3, 0, 5, 6;
           3, 1, 2, 0, 0, 0, 9, 7, 8;
           0, 0, 0, 0, 0, 0, 0, 0, 0;
           6, 9, 8, 0, 0, 0, 5, 1, 4;
           2, 7, 0, 3, 0, 8, 0, 9, 1;
           9, 0, 1, 6, 0, 2, 8, 0, 5;
           0, 6, 4, 9, 0, 5, 2, 3, 0]

if (sudoku_check(puzzle))
    sudoku_search(puzzle);
end
```

The function that checks the puzzle appears below. It works simply by isolating each row, and counting the occurrence of each of the numbers 1 through 9. If it finds more than one occurrence of a number, then it sets the OK flag to false to indicate that the puzzle has an invalid entry. Next, we check each column in a similar way. Finally, we check every submatrix. Once the function completes, it returns the OK flag. The calling program hands `sudoku_check.m` a puzzle, and it gives back a simple true or false value. Rather than show the whole function, we
% sudoku_check.m
%
% Check a Su Doku puzzle -
% make sure each number appears in only one row,
% column, and 3x3 submatrix.
%
function OK = sudoku_check(puzzle)

% assume the puzzle is OK, until we find otherwise
OK = true;

% Check to see if the puzzle matrix is good
% First, check along the rows. r = row number
for r = 1:9
    % Isolate one row of the puzzle
    row = puzzle(r, 1:9);
    % let n be the number (1..9)
    for n = 1:9
        % initialize count for this number
        num_count = 0;
        % examine each column
        for c = 1:9
            % if the puzzle entry matches the number
            % we are looking for, add one to the count.
            if (row(c) == n)
                num_count = num_count + 1;
            end
        end
        % make sure every number 1..9 appears <= 1 time
        if (num_count > 1)
            % we found a duplicate in this row
            OK = false;
        end
    end
end

% See sudoku_check.m for the column check
% and the 3x3 submatrix check
Our goal is to show all possible solutions. Since we do not need to keep the solutions that we find, we will simply print them to the screen. The `sudoku_search` function finds the blanks, and if it does not find a blank, it prints the puzzle.

This search function receives a puzzle matrix which may or may not be complete. It sets up a variable called `blank` that we use to indicate the presence of one or more blanks in the puzzle. Actually, we do not care how many blanks there are, we just want to know if there is one. So we assume there are no blanks, then look through the matrix. If we find one, we update our `blank` variable to indicate this, and go on to the next part. If we find a blank in the first spot that we look, why should we bother looking through the rest of the puzzle? This explains why we use `while` loops instead of `for` loops; we might want to exit the loops early.

In the next part, there are two possibilities. Either we found a blank and exited the loops early, or we looked through the whole puzzle and did not find one. We assume that all puzzles passed to the search function are valid, so if there are no blanks, then we must have a solution. In this case, we print the matrix and exit the function. If we found a blank, then we want to try a guess in that position. Once we have a guess in place, we check to make sure the guess is valid. Just because it is valid does not mean that it will be part of the solution; we may find that it leads to a contradiction later. For example, looking at the puzzle in Table 10.1, we see the upper-left corner has a blank, and that both 1 and 5 are valid possibilities here. But only one of these possibilities is the correct answer.

When we have a valid guess in our puzzle, we need a way to search for more blanks, and fill them in. (Doesn't this sound familiar?) This is where recursion comes in; the search function calls itself with the updated puzzle! The computer keeps track of the functions that we call, and allows us to call a function from within itself. Of course, we have to be careful here—done carelessly, the function could call itself over and over again indefinitely, possibly crashing the computer as a result. Our solution will work because we take a step in the right direction every time we call our search function. There are many possible calls we could make, but they are finite. We can even start with a matrix of zeros, and the computer will print every possible Sudoku solution.

Our solution also rests on the fact that the search function has a `function` keyword in its definition. The computer will keep a copy of its data separate from other functions. It allocates variables as needed, then gets rid of these variables when the function quits. Instead of there being one matrix called `puzzle`, there are actually many of them depending on how many calls we have made to `sudoku_search`. All these different versions of the puzzle work to our advantage, since they allow backtracking by the computer. That is, if the search function inserts a bad (but valid) guess, it will call itself with that guess in place. If the next call of the search
function cannot make the puzzle work, control will come back to the previous call of
the function, and it can try a new guess. The code for the search function appears
below.

```matlab
% sudoku_search
% Try to recursively fill out a Su Doku puzzle.
function blank = sudoku_search(puzzle)

% assume that there are no blanks,
% until we find one
blank = false;

% Part I:
% look through the puzzle, until we find a blank
% or get to the last puzzle position
row = 1;
% examine the rows
while ((row <= 9) && (~blank))
    % examine every column
    col = 1;
    while ((col <= 9) && (~blank))
        % Does the puzzle have a blank?
        if (puzzle(row,col) == 0)
            blank = true;
        else
            % Go to next column
            col = col + 1;
        end
    end
    % Go to next row, unless we are done.
    if (~blank)
        row = row + 1;
    end
end

% Part II:
% Did we find a blank?
```
if (blank)
    % found a blank to fill in,
    % so try all values 1..9
    for value=1:9
        % Try the current value there
        puzzle(row,col) = value;
        % maybe this value is already in this row,
        % or in this column, or 3x3 submatrix ?
        if (sudoku_check(puzzle))
            % the value does not cause a problem
            % so try to fill in any remaining blanks
            sudoku_search(puzzle);
        end
    end
else
    % Show the puzzle if no blanks were found.
    % That is, we know the puzzle checks out
    % (or this function would not have been called),
    % so if no blanks are left, then we have a
    % solution!
    puzzle
end

Recursion allows the programmer to solve a complex problem by writing a relatively small function. First, a recursive function checks to see if it is done. If not, it takes the problem one step closer to the solution and calls itself. We could have written the search function in a way that does not use recursion, but then we would have to keep track of what changes we made to the puzzle and implement our own mechanism to undo changes as needed.

Now that we have seen how the puzzle should work, let’s see an example that does not work so well. In the example puzzle above, we have 4 as the first entry on the second row. But what if we replace this with a blank? We will test it out with the program.

>> puzzle = [ 0, 2, 3, 4, 0, 6, 7, 8, 0; 0, 0, 6, 7, 0, 9, 1, 0, 3; 7, 8, 0, 1, 0, 3, 0, 5, 6; 3, 1, 2, 0, 0, 0, 9, 7, 8; 0, 0, 0, 0, 0, 0, 0, 0, 0; 6, 9, 8, 0, 0, 0, 5, 1, 4;]
2, 7, 0, 3, 0, 8, 0, 9, 1;
9, 0, 1, 6, 0, 2, 8, 0, 5;
0, 6, 4, 9, 0, 5, 2, 3, 0]

>> sudoku_search(puzzle);

Shortly afterwards, MATLAB responds with the following output.

puzzle =

1 2 3 4 5 6 7 8 9
4 5 6 7 8 9 1 2 3
7 8 9 1 2 3 4 5 6
3 1 2 5 6 4 9 7 8
5 4 7 8 9 1 3 6 2
6 9 8 2 3 7 5 1 4
2 7 5 3 4 8 6 9 1
9 3 1 6 7 2 8 4 5
8 6 4 9 1 5 2 3 7

puzzle =

1 2 3 4 5 6 7 8 9
5 4 6 7 8 9 1 2 3
7 8 9 1 2 3 4 5 6
3 1 2 5 6 4 9 7 8
4 5 7 8 9 1 3 6 2
6 9 8 2 3 7 5 1 4
2 7 5 3 4 8 6 9 1
9 3 1 6 7 2 8 4 5
8 6 4 9 1 5 2 3 7

As we see from the output, the puzzle now has two solutions. Examining the two solutions shows that the columns 1 and 2 in rows 2 and 5 are the only differences.

10.8 Converting Decimal to Binary

To convert a decimal number to binary, most people are familiar with a divide-by-two algorithm. We start with the decimal number and divide by 2, keeping track of
Table 10.3: Converting from decimal to binary.

<table>
<thead>
<tr>
<th>number</th>
<th>number / 2</th>
<th>remainder</th>
</tr>
</thead>
<tbody>
<tr>
<td>38</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

the remainders (which must be either 0 or 1). Repeat this until we get zero for the result. Then we write these remainders from the bottom to the top.

For example, suppose we want to convert the number 38 to binary. As we can see from Table 10.3, the remainders (in reverse order) are 100110. Since we have not established how many bits we use in storing the fixed-point binary number, and because the left-most bit typically indicates sign, we append a zero to the left to avoid confusion. This gives us 0100110 as our answer. We can check this by converting it back to decimal: \(32 + 4 + 2 = 38\).

This assumes that the decimal number is positive. When it is negative, use the absolute value instead. At the end, convert all 0s to 1s and all 1s to 0s, then add 1. Keep in mind that \(1 + 1 = 10\) in binary. This final step (called two’s complement) returns the correct bit pattern for negative numbers. We will not worry about negative numbers below, since the floating-point standard uses a sign bit instead of using two’s complement.

But what if we wanted to convert 38.1 to a fixed-point binary representation? We already know the bits to the left of the radix point, and we use a similar algorithm to find the fractional part.

We will start with the fractional number, multiply by 2 (or, if you prefer to think of it this way, divide by \(2^{-1}\)), and keep track of the whole part. We repeat this with the fractional part of the previous number until we get a zero for the fractional part.

Notice that in Table 10.4 the last fractional number, 0.4, was already seen in the table. This fractional part does not have a compact binary representation. Instead, like the number 1/3 in decimal, it repeats forever. The best we can do is store an approximation of 0.00011.

Using these two decimal-to-binary techniques together, we conclude that 38.1
Table 10.4: Converting from a decimal fraction to fixed-point binary.

<table>
<thead>
<tr>
<th>fractional number</th>
<th>number × 2</th>
<th>whole part</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>0.4</td>
<td>0.8</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>1.6</td>
<td>1</td>
</tr>
<tr>
<td>0.6</td>
<td>1.2</td>
<td>1</td>
</tr>
<tr>
<td>0.2</td>
<td>0.4</td>
<td>0</td>
</tr>
</tbody>
</table>

classified as a floating-point number? The Institute of Electrical and Electronics Engineers has a standard for floating-point storage in 32 or 64 bits, commonly called the IEEE 754 standard [38]. We break the binary representation into three fields: the sign bit, the significand, and the exponent. (The significand may also be called by the older name of mantissa.) In other words, the number appears as ±significand×2^±exponent. Of course, the size of the storage word directly affects precision; in the IEEE 754 standard, we label the precision the number of bits used to represent the significand. As the example above shows, the significand that we store depends upon the precision. With 32 bits for the entire floating-point representation (called single precision), we use 23 bits for the significand. When we have a 64-bit word (double precision), we use 52 bits for it. One bit stores the sign, and the remaining bits store the exponent. Therefore, the exponent will consist of 8 or 11 bits, according to the precision.

You may also see the precision given as 24 bits and 53 bits, respectively. The one bit difference comes from the “hidden” bit, which is not explicitly stored [38]. Remember that the significand consists only of 0s and 1s, and the magnitude of each bit depends on the exponent. For example, 0.1 × 2^0 has the same value as 1.0 × 2^−1. We can always make the first bit a 1 by altering the exponent, so why not require it? This way, we do not need to store that bit. The IEEE 754 standard uses this strategy.

One final note about the IEEE 754 standard is that the exponent ranges from −126 to +127 (for an 8-bit exponent), or −1022 to +1023 (for 11-bit exponents).
The computer stores these exponents with a bias of 127 and 1023, respectively. To find the actual exponent value to use, we subtract the bias value from the value stored. For example, suppose the stored exponent value for a 32-bit floating-point value is 10000011 in binary, or 131 in decimal. The actual exponent would be $131 - 127 = 4$, so the number in the significand is multiplied by $2^4$.

With 126 possible negative exponent numbers, 127 positive numbers for the exponent, and 1 number for a zero exponent, we have 254 possible values. The other two possibilities allow for special meanings, such as a zero significand when all exponent bits are 0. Otherwise, the bits stored in the significand would be interpreted as starting with a hidden 1.

Let’s create a double value and print it to the screen in hexadecimal. The formatting string in the sprintf command may be a bit daunting. The percent sign indicates that a variable should be printed, as in the programming language C. The x and \n are standard C-like formatting, meaning hexadecimal and new-line, respectively. We could do without the \n, but it gives us a nice space before the next MATLAB prompt. The final formatting parameter b tells MATLAB to use a double type. Thus, we see the double values as hexadecimal strings that can easily be converted to binary with a lookup chart.

```matlab
>> disp(sprintf('%bx \n',0.0))
0000000000000000

>> disp(sprintf('%bx \n',-0.0))
8000000000000000

>> disp(sprintf('%bx',38.1))
40430ccccccccccd
```

We see from the above MATLAB output that zero and negative zero are actually stored in two different ways! MATLAB takes care of this for us, as the following code shows.

```matlab
if (-0.0 == 0.0)
    disp('equal');
else
    disp('not equal');
end
```

When we run it, we see that MATLAB behaves as we expect.

equal
In other words, though zero and negative zero have different internal represen-
tations, MATLAB will treat them as equal.
Let’s do one more example of a number stored in the IEEE 754 standard. Notice the \( t \) parameter that says to treat the number as a 32-bit floating-point value.

\[
\text{>> disp(sprintf('\%tx',16.875))}
\]
\[
41870000
\]

We can use the chart in Table 10.5. (As a side note, you may see hexadecimal
dvalues in either uppercase or lowercase. For example, 1a3f is the same as 1A3F.)
Writing out the binary values, we have:

<table>
<thead>
<tr>
<th>hex:</th>
<th>4</th>
<th>1</th>
<th>8</th>
<th>7</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>binary:</td>
<td>0100</td>
<td>0001</td>
<td>1000</td>
<td>0111</td>
<td>0000</td>
<td>0000</td>
<td>0000</td>
<td>0000</td>
</tr>
</tbody>
</table>

Now we rewrite the binary string, according to the floating-point standard.

<table>
<thead>
<tr>
<th>sign</th>
<th>exponent</th>
<th>significand</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1000011</td>
<td>000111000000000000000000</td>
</tr>
</tbody>
</table>

The interpretation is positive for the sign. For the exponent we have \( 10000011_2 = 131_{10} \), subtracting the bias we get \( 131 - 127 = 4 \). With the hidden bit, the significand becomes \( 1.0000111 \). The result is \( +1.0000111 \times 2^4 \), or simply \( 10000.111 \). If we convert the left half to decimal, we find it is \( 2^4 = 16 \). The right half converts to \( 2^{-1} + 2^{-2} + 2^{-3} = .875 \), so the original number must be \( 16.875 \), just like in the previous \text{sprintf} statement.

### 10.9 Frequency Magnitude Response of Sound

The following program plots the frequency magnitude response of sound. Since it repeats itself in a loop, the graph appears to change in (almost) real time.

The first few lines set up the variables to save time later. This includes an array that we will use to show only the first half of the frequency information, as well as another array for the x-axis, to show it in terms of actual frequencies instead of sample number.

```matlab
% show_sound.m
%
% Get the FMR of a sound
%
```
Table 10.5: Hexadecimal to binary chart.

<table>
<thead>
<tr>
<th>hexadecimal digit</th>
<th>binary</th>
<th>decimal equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0001</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0010</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>0011</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>0100</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>0101</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>0110</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>0111</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>1001</td>
<td>9</td>
</tr>
<tr>
<td>a</td>
<td>1010</td>
<td>10</td>
</tr>
<tr>
<td>b</td>
<td>1011</td>
<td>11</td>
</tr>
<tr>
<td>c</td>
<td>1100</td>
<td>12</td>
</tr>
<tr>
<td>d</td>
<td>1101</td>
<td>13</td>
</tr>
<tr>
<td>e</td>
<td>1110</td>
<td>14</td>
</tr>
<tr>
<td>f</td>
<td>1111</td>
<td>15</td>
</tr>
</tbody>
</table>
figure(1);  % bring figure 1 to the front
fs = 44100;
N = 4410*1;
half = 1:ceil(N/2);
MaxFreq = ceil(max(half)*fs/N);
xaxis = half*fs/N;

Next, we try to use the audiorecorder feature of MATLAB. Either it will be supported, or the program will later try to use the wavrecord instead. The code is not perfect, though, since some computers with an older version of MATLAB will not be able to use the wavrecord function either.

% detect if we should use audiorecorder
try
    audiorec = 1;
    x_object = audiorecorder(44100, 16, 1);
catch
    audiorec = 0;
    disp('No audiorecorder support.');
end

The heart of the program is a for loop that records sound then displays it on screen. The pause command must be in place to give the system a chance to update the screen. The other commands simply make the plot look nice and consistent.

for i=1:10
    % record some sound
    if (audiorec)
        recordblocking(x_object, 0.5);
        % find FFT's magnitudes
        X = abs(fft(getaudiodata(x_object, 'double')));
    else
        x = wavrecord(N, fs, 1);
        % find FFT's magnitudes
        X = abs(fft(x));
    end

    % plot the FMR
    plot(xaxis, X(half));
    % make the plot look good
axis([0 MaxFreq 0 100]);
xlabel('Frequency (Hz)');
ylabel('Amplitude');
title('Frequency Magnitude Response for sound');

% Give the system time to show the graph
pause(0.01);
end

When running, the program records sound and shows its frequency magnitude response (FMR) as quickly as possible. To make it run longer, simply adjust the numbers in the for line. Also, users with both wavrecord support and a later version of MATLAB may want to try both recording functions. The wavrecord function allows a smaller interval of recording time to make the program seem to run in real time.

Figure 10.5 contains an example of the program’s output, where the microphone’s input is a whistle sound. As the program runs, the graph changes according to the input signal. With this program, we can see how simple sounds (like the whistle) appear in the frequency-domain, or look at more complex signals, such as speech. If a musical instrument is played nearby, the harmonics from the notes will show up as spikes in the frequency-domain.

10.10 Filter Design

We saw how various filters affect a signal. But how does one determine the filter coefficients to use, to achieve a certain effect? We examine FIR filter design in this section.

10.10.1 Windowing Methods

MATLAB provides the fir1 function to design FIR filters in the Signal Processing toolbox. As its documentation points out, this function uses the windowing method. This means that the filter coefficients have a gradual rise based on the window given, to minimize the ill-effects cause by sudden transitions. For example, consider the code below. We have an impulse function \( x \), filtered by two different filters. The first step is to make the impulse function.

\[
\text{imp} = \text{zeros}(1, 1000);
\text{imp}(50) = 1;
\]

Now we will filter this with filter coefficients \{1, 1, 1, 1, 1\}. Once filtered, we show the frequency magnitude response.
Figure 10.5: Example of the “show_sound” program.
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myfilt = [1, 1, 1, 1, 1];
y = conv(imp, myfilt);
Y = fft(y);
maxY = max(abs(Y));
half = 1:ceil(length(y)/2);
subplot(2,1,1);
plot(half, abs(Y(half))/maxY, 'b');
title('FMR for filter coeffs [1, 1, 1, 1, 1]');
axis tight;

We can compare this to the effect of another filter, one where the filter coefficients more gradually approach 1, then gradually fall.

myfilt2 = [1/3, 2/3, 1, 2/3, 1/3];
y2 = conv(imp, myfilt2);
Y2 = fft(y2);
maxY2 = max(abs(Y2));
subplot(2,1,2);
plot(half, abs(Y2(half))/maxY2, 'b');
title('FMR for filter coeffs [1/3, 2/3, 1, 2/3, 1/3]');
axis tight;

From the graph, shown in Figure 10.6, we see that both sets of filter coefficients produce a lowpass filter. However, the top graph shows a sizeable side lobe where the frequency response becomes larger and then smaller. While the frequency response is very small around index 200, we see that it becomes much larger after this point. On the other graph, we see the frequency response approach zero a bit more slowly (we say it has a wider main lobe). We also see that it has a much smaller side lobe. These graphs demonstrate the effect of a window; in fact, the second filter’s coefficients were chosen from the simple “triangle” window. In other words, the first set of filter coefficients were “windowed” to make the second set.

The command below returns the 5-value “triangle” window function. Note that the window function is part of the optional Signal Processing toolbox in MATLAB.

>> w = window(@triang, 5)

w =

0.3333
0.6667
Figure 10.6: Two similar filters, with and without a gradual transition.
Now that we have an idea about how windows apply to filter coefficients, we return to the topic of FIR filter design. If we have an impulse function in the time-domain, we need an infinite number of frequency-domain values to represent it. The reverse is also true; a frequency-domain impulse requires an infinite number of time-domain points. To make a time-domain filter, we decide how its frequency-domain response should look. We can control the cutoff frequency, that frequency above which a lowpass filter starts zeroing out frequency content. Ideally, this would be a binary function where all frequency content below the cutoff would remain the same while content above the cutoff would be zero. In practice, the best we can hope for is a steep slope. We can also control how many filter coefficients we have, called the taps or order. (The order equals number of taps minus 1.) So, to make a reasonable compromise, we window the filter coefficients to the number of taps given. More coefficients give a frequency response that better approximates the ideal, but at the expense of more processing (be it more software processing or more hardware area needed to implement the filters).

10.10.2 Designing an FIR Filter

Let’s try to design an FIR filter. We will start with the frequency response that we want, and work from there. For simplicity, we will have a lowpass filter with a cutoff frequency at 30%. We need an impulse function to work with, so we define and use \texttt{imp}. We will use the length \texttt{MAXLEN} a few more times, so we might as well define it now.

\begin{verbatim}
% create an impulse function
MAXLEN = 1000;
imp = zeros(1, MAXLEN);
imp(50) = 1;
\end{verbatim}

Next, we need to define our cutoff frequency in terms of how many frequency-domain values to use; 150 out of 500 corresponds to 30%, so we will use this. (The 500 comes from half the spectrum size of \texttt{MAXLEN}.) Also, we will define the number of coefficients to use.

\begin{verbatim}
low_pass_end = 150;
taps = 51;
\end{verbatim}
We simulate the response we want in the frequency-domain as an ideal function, $f_x$. Most of the response should be zero, with the lower end including ones. That is, the filter should allow the bottom 30% of frequencies to pass through. Also, we set the top half of the ideal function $f_x$ as a mirror image of the bottom half, as we would expect for a frequency magnitude response of a real-valued function. (This corresponds to the top half of the frequency magnitude response that we do not plot.)

```matlab
fx = zeros(1, MAXLEN);
fx(1:low_pass_end) = 1; % lowpass
% include mirror image of lowpass
fx((MAXLEN-low_pass_end):MAXLEN) = 1;
```

Once we have our ideal frequency response specified, we convert it to the time-domain. We shift it to move the center around the midpoint, instead of around zero. We can do this since the magnitudes of the frequency-domain data would remain the same, only the phases would change (see the material on DFT shifting theory, section 6.5).

```matlab
% convert to time-domain
x = ifft(fx);
% shift frequency data
mid_point = floor(MAXLEN/2);
x2 = [x(mid_point+1:MAXLEN), x(1:mid_point)];
```

We get the requested number of filter coefficients by taking an equal number from before the midpoint and after the midpoint. Including the midpoint, we have an odd number of filter coefficients (which explains why we selected 51 for the number of taps above).

```matlab
half_taps = floor((taps-1)/2);
b2 = x2(mid_point - half_taps : mid_point + half_taps);
```

The variable $b_2$ stores the filter coefficients that we want to use. However, we cannot use them directly, since they are complex values. We may be tempted to use the `abs` function to convert them to real values, but then they would all be positive. To preserve the signs, we can examine each value and store its sign as well as magnitude. In the process, we create a new variable $c_2$ to hold these values.

```matlab
for k=1:length(b2)
```
if (sign(b2(k)) < 0)
    c2(k) = -abs(b2(k));
else
    c2(k) = abs(b2(k));
end
end

Finally, we have filter coefficients that we can use. Here we omit the details for plotting these coefficients and the resulting frequency magnitude response, but the program `filter_test2.m` contains the commands. Figure 10.7 shows the results.

![filter coeffs (nonwindowed)](image1)

![FMR for filter, using ifft to generate filter coeffs](image2)

**Figure 10.7:** Using nonwindowed filter coefficients.

As we see from Figure 10.7, the frequency magnitude response contains ripples. We saw that windowing can reduce these ripples, so we will next improve our filter coefficients with a window. Here we use a Hamming window, one of many possible choices. With the window $w$, we multiply each value in $c2$ to create a new set of filter coefficients, $d2$. You may notice the transpose on the window $w$; this simply
changes it from a column vector to a row vector so that the .* operation does not have a problem with a mismatch of matrix dimensions.

```matlab
w = window(@hamming, taps);
d2 = w.' .* c2;
```

Figure 10.8 shows the new filter coefficients and an improved frequency magnitude response. At first glance, the filter coefficients shown in this figure look just like the ones in Figure 10.7. The differences are best seen in the first 10 and last 10 filter coefficients. The frequency magnitude response looks much better in Figure 10.8 since the ripples have been smoothed out. (The ripples are still there, just greatly reduced, as a logarithmic plot would show.)

![filter coeffs with window](image1)

![FMR for filter, using ifft + window to generate filter coeffs](image2)

**Figure 10.8:** Using windowed filter coefficients.

Now let’s see what the fir1 command will do for us. Here we ask for the same number of filter coefficients, with the same cutoff frequency (30%). We request taps – 1 coefficients, since the function expects the order. That is, starting the
count from 0, the order is the highest index value. So the \texttt{fir1} will return one more coefficient than we specify.

\begin{verbatim}
    b1 = fir1(taps-1, 0.3);
\end{verbatim}

Figure 10.9 shows the two sets of filter coefficients and their respective frequency magnitude responses. The filter coefficients look very similar (and are very similar in value), even though they are not lined up. For the frequency magnitude responses, we see the plots are on top of one another. To really see a difference, we would need a logarithmic plot.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{filter_coeffs.png}
\caption{Filter coefficients.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fmr_for_filters.png}
\caption{FMR for filters, ifft + window vs fir1.}
\end{figure}

Our example FIR filter coefficients closely match the ones generated by the \texttt{fir1} function in MATLAB. From this discussion, you should be able to generate coefficients for any lowpass filters you want simply by changing the parameters (number of taps and cutoff frequency). But what if you do not want a lowpass filter? Multiplying the filter coefficients by a sinusoid has the effect of moving the frequency magnitude response in the frequency-domain.
A high-frequency sinusoid would jump from $-1$ to $+1$, which we simulate. A final modification of the filter coefficients will be to apply an alternating flip to the sign of the values.

\[
f2 = d2; \\
\text{flip} = 1; \\
\text{\% flip every other sign} \\
\text{for } k = 1 : \text{length}(f2) \\
\quad \text{if (flip == 1)} \\
\quad\quad f2(k) = -f2(k); \\
\quad\quad \text{flip} = 0; \\
\quad \text{else} \\
\quad\quad \text{flip} = 1; \\
\quad \text{end} \\
\end{align*}

When we run this code, our filter coefficients will appear as in Figure 10.10. As the frequency magnitude response shows, the filter now attenuates low frequencies and passes the high frequencies. Thus, we have created a highpass filter. We can also have MATLAB give us a highpass filter, again with the \texttt{fir1} command. Notice how we use 0.7 instead of 0.3 for the cutoff. What would be the result if we left it as 0.3?

\[
b3 = \text{fir1}(\text{taps}-1, 0.7, \text{'high'}); \\
\]

This section gives an overview of windowing functions, and shows why they are useful. Also, we explored making our own FIR filters both with a MATLAB Signal Processing toolkit command, as well as our own program. Though this program uses the \texttt{window} command, also part of the Signal Processing toolkit, it should be clear to the reader how this could be done without that toolkit.

### 10.11 Compression

Compression programs take the redundancy out of data to store it in a compact form. There are lossy compression algorithms, that tolerate some loss of information. For example, the popular JPEG and MP3 compression standards (files with extensions of \texttt{.jpg} and \texttt{.mp3}, respectively) do not return an exact copy of the original to the user, but a version close enough to the original that the user should not notice the difference after uncompressing it. Another possibility is a lossless compression algorithm. Programs such as \texttt{gzip} and \texttt{winzip} store data compactly, but do not lose
Figure 10.10: Alternating flip for the windowed filter coefficients.
any information in the process. Obviously, there are times when a lossy compression works well, such as with images for a Web page, and other times when a lossless compression program should be used instead, like when storing a program or word-processing document.

JPEG stands for Joint Photographic Experts Group. This group has set a couple of standards for images, namely the “basic” JPEG standard and JPEG 2000 (with extension .jp2).

There are three steps to compression algorithms, namely transformation, quantization, and entropy coding. Applying a transform should remove some of the redundancy in the data. Quantization maps the data to a set number of values, such as rounding the transformed data to the nearest integer. Of course, data may be lost in this step. The final compression step, entropy coding, represents the quantized data in a compact way. This is much like the way people communicate with instant messenger applications; why spell out “how are you doing today” when “hw RU 2day” gets the idea across in less than half the number of characters?

10.11.1 Experimenting with Compression

Let’s experiment with an image to see how JPEG compression affects an image. First, we need a suitable noncompressed image. The code below uses a file called PIA02187.tif, an image from the planet Mars. (This image was obtained from NASA’s Jet Propulsion Laboratory, http://photojournal.jpl.nasa.gov/targetFamily/Mars, posted on February 17, 2006.) The .tif extension means that the image follows the TIFF (Tagged Image File Format) standard. TIFF files may be compressed, or may be stored as “raw” data. The command below reads the image and stores it in the uint8 array original. The filename comes first, followed by the file type.

```matlab
original = imread('PIA02187.tif', 'TIFF');
```

If you are not able to locate this image, any suitable, uncompressed, grayscale image should work.

Next, we save the image as several different files. The imwrite command takes the variable storing the image data as the first parameter, followed by the name of the file to create, then the type of image format to use. The last two parameters specify that the optional parameter “Quality” should be set to the number given, up to 100. We will use the term “image of quality 25” to refer to the image stored in the last line below. The number does not really indicate quality, but refers only to the parameter passed to the imwrite function.

```matlab
imwrite(original, 'PIA_100.jpg', 'JPEG', 'Quality', 100);
```
We will momentarily use the file sizes to tell us about the compression. But we should not compare the JPEG images to the TIFF image, since these two different formats vary. Our purpose is not to compare the two different formats, but to investigate the compression and quality of one image. Therefore, we need to store the image in a lossless fashion. Note that the image may still be compressed (stored in a compact way), but without losing information. Fortunately, storing the image as a lossless JPEG is easy, as the command below demonstrates.

```matlab
imwrite(original, 'PIA_noloss.jpg', 'JPEG', 'Mode', 'lossless');
```

We can check on the files from the MATLAB prompt. The `ls` command (and `dir` command) work like they do from a command-line interface (such as a terminal window under Linux, Unix, and OS X, or the `command.exe` program under Microsoft DOS or Windows). Related commands like `cd` (change directory), `pwd` (print working directory), and `mkdir` (make directory) are also supported.

```bash
>> ls -l PIA*
-rw-r--r-- 1 mweeks staff 1446095 Feb 17 18:41 PIA02187.tif
-rw-r--r-- 1 mweeks staff 1074473 Feb 17 18:45 PIA_100.jpg
-rw-r--r-- 1 mweeks staff 142951 Feb 17 18:45 PIA_25.jpg
-rw-r--r-- 1 mweeks staff 209001 Feb 17 18:45 PIA_50.jpg
-rw-r--r-- 1 mweeks staff 298521 Feb 17 18:45 PIA_75.jpg
-rw-r--r-- 1 mweeks staff 978460 Feb 17 18:45 PIA_noloss.jpg
```

As we see from the output, the file sizes are 1.4 megabytes for the original, 140 kilobytes for the compressed one with a quality of 25, 204 kilobytes and 291 kilobytes for the compressed files with qualities 50 and 75, respectively. It should be obvious that the quality numbers do not indicate percentage of the file size, otherwise we would expect the file `PIA_25.jpg` to be half the size of `PIA_50.jpg`.

The lossless version occupies 956 kilobytes of space. Oddly, we see that the compressed image with quality of 100 is actually 94 kilobytes larger than the lossless image! To properly explain this requires a detailed examination of the underlying JPEG algorithm, which is outside the scope of this text. Suffice it to say that there are times when the extra steps in a compression algorithm produce more overhead than savings.

Now that we have the same image stored as several different compressed files, we compare them. To do this, we need to know the files’ contents, so we read them into separate matrices.
compress_no_loss = imread('PIA_noloss.jpg', 'JPEG');
compress100 = imread('PIA_100.jpg', 'JPEG');
compress75 = imread('PIA_75.jpg', 'JPEG');
compress50 = imread('PIA_50.jpg', 'JPEG');
compress25 = imread('PIA_25.jpg', 'JPEG');

Plotting the images with the `imshow` command will show that they all look the same. A careful observer may be able to pick out a few differences, but a quick glance cannot distinguish between the compressed versions and the original. To find the differences, we will use the computer.

\[
\text{diff25} = \text{original} - \text{compress25};
\]
\[
\text{disp}((\text{printf('difference 25 = %d', ...})
\text{sum}(\text{sum}(\text{abs(diff25))))));
\]

The code segment shows how we compute the difference between the original and the compressed version of quality 25. We simply subtract the `compress25` matrix from the original, find the absolute value of the result, then sum along the columns, and finally sum along the rows. We can (and should) easily find the sum of differences between the original and each of the other matrices that store the image. The raw differences follow, as reported by MATLAB. As expected, there is zero difference between the `compress_no_loss` image and the original. If there were a difference, then it would not be lossless!

\[
\begin{align*}
\text{difference no_loss} & = 0 \\
\text{difference 100} & = 60011 \\
\text{difference 75} & = 2174508 \\
\text{difference 50} & = 2944901 \\
\text{difference 25} & = 3962384
\end{align*}
\]

One way to define the compression ratio is to divide the size of the original signal by the size of the compressed signal. Using this definition, we can find the compression ratio by comparing the file sizes to the original file size.

\[
\begin{align*}
& \text{disp}((\text{printf('compress ratio q25 = %6.4f:1', 978460/142951 ))});
& \text{compress ratio q25} = 6.8447:1
\end{align*}
\]

We see that the compression ratio is 6.8:1 for the image of quality 25, that is, the compressed file has only 1 byte for every 6.8 bytes of the original. We have 4.7:1 for quality 50, and 3.3:1 for quality 75. As expected, the compression ratios get smaller as the quality goes up.
How good are the resulting images? We turn to two common measures of image quality. By quality, we mean here the faithfulness of the image compared to the original. One measure is the root mean square error, (RMSE). To compute it, we take the sum of the square differences and divide by the number of pixels. Here we will compute this for the image compressed at quality 25.

```matlab
[rows, cols] = size(original);
num_pixels = rows * cols;

diff25 = original - compress25;
 mse = sum(sum(diff25.*diff25)) / num_pixels;

rmse25 = sqrt(mse)
```

We find `num_pixels` to be the number of rows times the number of columns. For this image, `num_pixels` = 1444256. Since each matrix location stores the grayscale value for one pixel, this variable stores the total number of pixels. Next, we find the difference between the original and the compressed version. Actually, we have already done this earlier, but want to emphasize how we arrived at `diff25`. The next line finds the square of the differences, then calculates the sum, and finally divides by the number of pixels. We call it `mse` since it is the Mean Square Error. The final step takes the square root of the mean square error to generate the RMSE. Below we have the RMSE values output by MATLAB.

```
RMSE
    with compress_no_loss = 0.0000
    with compress100 = 0.2038
    with compress75 = 2.9732
    with compress50 = 3.9321
    with compress25 = 4.9551
```

We expect the lossless image to have a zero root mean square error (RMSE). As the compressions save more and more space, we see the trend for the RMSE to rise.

A related quality measure is the Peak Signal to Noise Ratio (PSNR). Once we know the RMSE, we can easily find the PSNR.

```
psnr25 = 20 * log10(255/rmse25);
```

The constant 255 comes from the maximum possible value of our signal (in this case, a pixel). Since we have a grayscale image, the pixels range in value from 0 to 255. The output from MATLAB as we calculate the PSNR values appears below.
PSNR
with compress_no_loss = Inf
with compress100 = 61.9449
with compress75 = 38.6664
with compress50 = 36.2383
with compress25 = 34.2297

The computer was nice enough to print “Inf” instead of an error message for the lossless PSNR. Of course, since the corresponding RMSE equals zero, we divided by zero to get the answer of infinity. For the other peak signal to noise ratios, we have more typical values ranging from 34 to 39. The PSNR of 62 is quite high, but then again the amount of error in the compress100 signal is very low. To put this in perspective, let’s examine how many pixels were actually changed in the compress100 image.

```matlab
>> sum(sum(round(diff100 ./ (diff100 + 1))))
ans =
   60011
```

The above code needs a bit of explanation. The ./ division works on each element individually. So each element of diff100 is divided with its value plus 1. You may be thinking, “won’t this always give a result of 1?” especially since we round the result. But one notable exception occurs when the value equals zero. Therefore, we generate a matrix of zeros and ones, where each one represents a number that does not match the original image. So the summation of this matrix reveals to us how many pixels were different between the original image and the one stored with 100 quality. Earlier, we saw that the sum of differences for that image was the same number as above (60011). This means that the largest difference was only 1. Next, we verify this statement.

```matlab
>> max(max(diff100))
ans =
   1
```
We know that many pixels (60011) in the reconstruction are different from the original. How significant is this number? We can find out by comparing it to the total number of pixels.

\[
\frac{\text{sum(sum(round(diff100 ./ (diff100 + 1))))}}{\text{num\_pixels}}
\]

\[\text{ans} = 0.0416\]

Only 4.16% of the pixels have a different value compared to the original, and then the maximum difference is only 1. Compare this to the image stored at quality 25, where 43% of pixels have a different value than the original, with a large maximum difference. For grayscale, a difference of 81 in a pixel value is quite significant. Next we use MATLAB to check out the image at quality 25. Of the pixels changed from the original, the average change is 6.

\[
\frac{\text{sum(sum(diff25))}}{\text{619209}}
\]

\[\text{ans} = 6.3991\]

\[
\frac{\text{max(max(diff25))}}{\text{81}}
\]

\[\text{ans} = 81\]

\[
\frac{\text{sum(sum(round(diff25 ./ (diff25 + 1))))}}{\text{619209}}
\]

\[\text{ans} = 619209\]

\[
\frac{\text{sum(sum(diff25))}}{\text{619209}}
\]

\[\text{ans} = 6.3991\]

\[
\frac{\text{max(max(diff25))}}{\text{81}}
\]

\[\text{ans} = 81\]
>> 100 * sum(sum(round(diff25 ./ (diff25 + 1)))) / num_pixels

ans =

42.8739

But how do these images look? Are they “good enough”? Of course, this is subjective and will vary from person to person. Often, we must strike a balance between image size and perceived quality. For more information about compression, see S.W. Wu’s book, *Additive Vector Decoding of Transform Coded Images* [39]. Another source, especially for compressing degraded images, is *Lossy Compression of Noisy Images* by O. K. Al-Shaykh and R. M. Mersereau [40].

### 10.11.2 Compressing an Image Ourselves

Let’s try to compress an image ourselves. As stated earlier, we have three steps: transform, quantization, and entropy coding. First, we need a test image. We read it from the file, and call it `original`.

```matlab
original = imread('dog256x256.gif', 'GIF');
```

We will use the DWT for our transform, specifically the 2D DWT with the `db4` coefficients, for three octaves. In the code below, we find the three octaves one at a time. The capital letters mark the DWT output, while the number denotes the octave. For example, `B2` contains the data from detail `B` on octave 2. Since we do not need `A1` and `A2` when we are done, we will get rid of these variables.

```matlab
wavelet = 'db4';
[A1, B1, C1, D1] = dwt2(double(original), wavelet);

% octave 2
[A2, B2, C2, D2] = dwt2(A1, wavelet);

% octave 3
[A3, B3, C3, D3] = dwt2(A2, wavelet);

clear A1 A2
```

Now we proceed to the quantization step, where we will use a simple quantization function. In fact, the function has only one line! It takes the input matrix, divides each element by a factor, then rounds the result and multiplies this by the factor. This may appear to do nothing at first glance, but it actually reduces the data’s precision. For example, suppose we pass a scalar value of 31.3, with a factor of 2.
Dividing the value by the factor results in 15.65, which we then round to 16. Finally, we multiply 16 by the factor, to find the number 32. Not only does this eliminate the fractional part, it also always returns an even number for the factor 2. Higher factor values mean that the function finds a rougher approximation to the input values.

```matlab
function out = simple_quantize(in, factor)
out = factor*round(in/factor);
```

For each of the subsignals \( B_1, B_2 \), and so forth, we use this simple quantization function to find approximations. Here we will use a rather conservative factor value of 8, which will result in low compression but a high PSNR. Next we have an example showing the simple quantization function used on \( B_1 \) to generate \( B_1_q \), the quantized version of \( B_1 \).

```matlab
factor = 8;
B1_q = simple_quantize(B1, factor);
```

The third step is entropy coding. To keep things simple, we will convert the data from 2D matrices to 1D arrays. The “flatten” function does this by putting the number of rows and columns in the first two array positions, and appending the matrix row by row. We will later use the corresponding “unflatten” function to reverse it (both are included on the CD-ROM). As the code below shows, we use \( _\text{flat} \) to keep track of this version of \( B_1 \). Of course, we repeat this for each of the flattened subsignals.

```matlab
b1_flat = flatten(B1_q);
```

Now to do the actual entropy coding. Included on the CD-ROM are functions “huffman” and “undo_huffman” that perform the entropy coding and unencoding, respectively. Huffman coding is a famous entropy coding algorithm named for its inventor. From input data, it creates a list of unique values, then counts how many times these values appear in the data. From this popularity list, it makes a binary tree with the unique values as its leaves. The ones that appear frequently get a spot close to the root. Encoding a value is then simply a matter of finding it in the tree. Suppose the value that we want to encode occupies a leaf node two left branches from the root, then a right branch. We encode 0s for left branches and 1s for right ones, so the encoding would be 001. The more frequently a number appears in the data, the fewer bits will be used to represent it. Numbers that appear infrequently are stored with longer bit strings.

Again, we will use the modified \( B_1 \) subsignal in a code example:
b1_huff = huffman(b1_flat);

Notice that the entropy coding needs some overhead to work; if we use information to create the codes, we need to store that information so that we can recreate the codes later. The array b1_huff contains this overhead data as well as the encoded data. We expect that this entropy encoded result (b1_huff) will be smaller than the nonentropy coded version (b1_flat), otherwise there would be no point in doing it. However, a signal with no repeating values would generate a larger entropy-coded result. We show an extreme example of this next, where we need nine times as much space:

```matlab
>> r = 1:1000;
>> q = huffman(r);
>> length(q)
```

```
ans =
9254
```

This explains how a “compressed” signal may take up more space than the uncompressed version. Realistically, our signals will have much redundancy that we can use to our advantage. Now the quantization step should be clearer; we use that to reduce the number of values that we need to store. Next, we see how the entropy-encoded version of B1 (after) needs only one-quarter the space compared to the nonencoded version (before). This is a much more typical example.

```matlab
>> length(b1_flat)  % before
ans =
17163

>> length(b1_huff) % after
ans =
4334
```

All that we need to do now is store our subsignals in a file. The function “writeAfile” (included on the CD-ROM) was made for this purpose. The compressed file only takes 23,687 bytes. Compare that to the original size of 65,536 bytes, or
one byte for $256^2$ pixels. This is only 36% of the original size. Note that we do not consider the size of the original image’s file, since it is stored as a GIF encoded image. The RMSE for the compressed image is 1.6, with a PSNR of 44 dB. Visually, the resulting image compares favorably to the original.

In this section, we have seen the fundamentals of compression, and how the transform, quantization, and entropy encoding steps allow us to store data in an approximate, but efficient, manner. See the final project files “compress_test.m” and “uncompress_test.m,” available on the CD-ROM. The former program encompasses what we have covered above, while the latter reverses the operations at each step. Together, they show that the lossy compression algorithm that we explored here does a good job of storing the image efficiently. The reader is encouraged to try these programs and alter the wavelet and factor parameters to see their effects on the compression.

\section*{10.12 Summary}

This chapter presents several diverse applications of digital signal processing and MATLAB. We started with the basics of sound manipulation, including recording, reading and writing to disk, and playing back. Next, we saw how images can be created, saved, and loaded. After that, we took images as input to the DWT, and displayed the results of this transform as an image. Continuing with the wavelet transform, the plus/minus transform presents a new way of thinking about it. We then looked at a couple of programs from the CD-ROM that perform the DWT, then undo the transform but preserve each channels’ contributions. These programs are good for analysis, such as locating edges within an image. We also saw how the wavelet transform can be performed with matrix operations. We demonstrated recursive programming with the \textit{Su Doku} puzzle, and found that a poorly constructed puzzle could have multiple solutions. Precision and data storage are important aspects of digital signal processing, and we looked at conversion to and from the IEEE 754 floating-point standard. Next, we had a sound-sampling program that responds with a frequency plot to any nearby sound. We looked into filter design, and showed how we could specify the filter coefficients ourselves. Finally, this chapter includes a brief introduction to compression.

\section*{10.13 Review Questions}

1. Suppose variable $x$ contains sound information, stored as \texttt{double} values. What effect does the command \texttt{sound(x*.7)} have? What effect does the command \texttt{sound(x*.5)} have?
sound(x*1.1) have?

2. Given a short sound file, show how you can play it back 10 times with a different sampling rate each time.

3. How can you concatenate two sound arrays to play back as one after the other? What if they have two channels each?

4. Given a sound file, write MATLAB code to play it backwards.

5. Convert a sound signal to the frequency-domain, shift the signal by copying the frequency-domain data to new indices, and convert back. Can you accomplish this by changing the sampling frequency? What if you reverse the order of the indices before converting back?

6. Create a program to reverse a grayscale image. For example, reversing an image of a white box on a black background would result in a black box on a white background. What would happen if the image were color?

7. Earlier we saw code that rotates an image clockwise. Modify it to rotate the image counterclockwise.

8. When the Su Doku solver runs, the puzzle has different states as guesses replace blanks. These states are stored on the “stack,” an internal computer data structure. What is the value of puzzle after the program runs? How could we store the puzzle states in a way that we could access them later?

9. What would happen if the Su Doku solver’s search function did not include the function keyword in its definition?

10. Examine the Su Doku solver code to find the number of comparison operations involved. If we had a hexadecimal version of the Su Doku puzzle, how would the number of operations change?

11. We saw how to convert the IEEE 754 floating-point standard’s internal representation of 4187000 (hexadecimal) back to the original value of 16.875. What value does 41118000 (hexadecimal) represent? What value does 411570a4 represent?

12. Write a program to convert a double number to its binary representation. (Hint, if you show the number in hexadecimal as well as binary, it will be easy to check it.)
13. When using the \texttt{window} function to design filter coefficients, many windows are supported. Experimenting with the windows \texttt{gausswin}, \texttt{hamming}, \texttt{rectwin}, and \texttt{triang}, determine which window gives the best results for a lowpass FIR filter.

14. We saw that flipping every other sign for a lowpass filter’s coefficients has the effect of making it a highpass filter. The alternating flip mimics multiplying each value with a high-frequency sinusoid. Write code to change a set of filter coefficients by multiplying them with a slower sinusoid. What effect do you observe?

15. Finding the number of distinct values is basically counting. One way to do it as an algorithm is to sort the values, then eliminate any duplicates, and the number of values left is the number of distinct values. For example, in the series \{7, 3, 5, 1, 3, 3, 5, 4, 1, 7, 4, 5\}, there are only 5 distinct values \{1, 3, 4, 5, 7\}. The nearest power of 2 greater than (or equal to) this is 8, or \(2^3\). Thus we can assign each value a different code of 3 bits. What we want to do is store a signal in less space. That is, we could represent these values with 3 bits each. This is not the most efficient way to store these values, but it is meant to give you an idea of how compression works. (Huffman encoding is more efficient.)

Suppose we have the following example signal:

\[
x[n] = \{0, -1, 9, -1, 9, 9, 0, 3, -1, 3, 0, 0\}.
\]

Storing these in binary as integers, we would probably use 16 bits to store each value, for a total of 192 bits, but this is wasteful in terms of the amount of space.

a. How many distinct values are there in the example signal \(x[n]\) above?
b. Decide what bit patterns should represent each distinct value (forming a lookup table).
c. Show what the entire example signal above \((x[n])\) would look like encoded. Remember that we want to be able to undo this as well—given the bit pattern and lookup table, we should be able to get \(x[n]\) back.
d. How many bits does the encoded signal take up? What if you included the encoding table?
Appendix A

Constants and Variables Used in This Book

A.1 Constants

The Greek letter pi is $\pi \approx 3.14159$

Euler’s constant

$e \approx 2.71828$

$j = \sqrt{-1}$

A.2 Variables

$\phi$ is a variable used to represent some angle. Often, we use it to represent the phase angle in a time-varying sinusoid. This is typically given in radians, e.g., $\phi = \pi / 6$.

$\theta$ is a variable used to represent some angle. It is often used as the argument of a sine or cosine function, e.g., $\cos(\theta)$.

$\sigma$ is used with statistics, for example, $\sigma^2$ is the variance.

$\omega$ is another variable used to represent some angle. Also, it is used as a frequency, or more precisely, a radian frequency. In this sense, $\omega = 2\pi f$. It has units of radi-
ans/seconds.

$a$ stands for amplitude, used with a sinusoid.

$f$ represents a frequency, given in Hertz.

$g$ represents an FIR filter coefficients, appearing with wavelets since $h$ is already used. Typically, $g$ corresponds to the highpass filter of a filter pair.

$h$ represents the unit impulse response. For FIR filters, $h$ will be the same thing as the filter coefficients. With a filter pair, $h$ corresponds to the lowpass filter.

$j$ typically means $\sqrt{-1}$, except when it comes to wavelets, where it is used as an index.

$J$ is the upper limit for $j$ when talking about wavelets.

$k$ is an integer.

$m$ is used as an index. It is always an integer. Usually, $m$ is used when $n$ is already being used for something else.

$n$ is used as an index. It is always an integer, and sometimes it can even be negative.

$K$ is used as a limit, with the index $k$.

$N$ is used as a limit, usually for the size of an array. It commonly is used with $n$, such as $n = 1$ to $N$, or $n = 0..N - 1$.

$t$ represents time. It is a continuous variable.

$w$ usually refers to a signal, often used when $x$ and $y$ are already defined. Do not confuse this with $\omega$ (the lowercase Greek letter omega) since they have different meanings.

$W$ and $W_h$ refer to the lowpass and highpass outputs of the wavelet transform, respectively.

$x$ is used throughout to mean a signal, often an input. It may be continuous,
such as \( x(t) \), or it may be discrete as \( x[n] \).

\( X \) means either the \( z \)-transform or Fourier transform of \( x \).

\( y \) is used throughout to mean a signal, usually an output. It may be continuous, such as \( y(t) \), or it may be discrete as \( y[n] \).

\( z \) usually stands for a complex variable, such as in the \( z \)-transform. It is also used as the name for a signal, if \( x \) and \( y \) are already used.

Anytime there is a lowercase letter, the same letter in uppercase means the upper limit, or the frequency-domain information, depending on whether the lowercase letter is an index or a signal. For example, \( Y[m] \) would be considered the Fourier transform (or \( z \)-transform) of signal \( y[n] \), where \( m \) and \( n \) are integer indices, likely ranging from 0 to \( N - 1 \).

A.3 Symbols Common in DSP Literature

\( \in \) is used to indicate “element of.” For example, “\( b \in \{0, 1\} \)” means that \( b \)'s value must be in the set, that \( b \) is either 0 or 1.

\( \mathbb{N} \) is the set of all natural numbers, starting with 1. That is, \( \{1, 2, 3, \ldots\} \).

\( \mathbb{Z} \) is the set of all natural numbers, with 0 also included. Saying \( i \in \mathbb{Z} \) is like defining “\texttt{unsigned int i;}” in a C/C++ program (except that some integers are too big for the range defined by the programming language).

\( \mathbb{R} \) is the set of all real numbers. For example, \( a \in \mathbb{R} \) means that \( a \) is a real number. This is like saying \texttt{float a;} in C/C++, except that floats have some limitations that abstract mathematical variables do not, such as limits on precision.

\( \mathbb{R}^n \) is the set of all vectors of real numbers of length \( n \). This is similar to all possible arrays of real values. A way to think about “\( c \in \mathbb{R}^n \)” is to think of \( c \) as if it were defined as a real array, e.g., \texttt{float c[n];}. (Note the limits mentioned above.)
Table A.1: Greek alphabet.

<table>
<thead>
<tr>
<th>Name</th>
<th>capital</th>
<th>lowercase</th>
<th>equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>alpha</td>
<td>A</td>
<td>α</td>
<td>a</td>
</tr>
<tr>
<td>beta</td>
<td>B</td>
<td>β</td>
<td>b</td>
</tr>
<tr>
<td>gamma</td>
<td>Γ</td>
<td>γ</td>
<td>g</td>
</tr>
<tr>
<td>delta</td>
<td>Δ</td>
<td>δ</td>
<td>d</td>
</tr>
<tr>
<td>epsilon</td>
<td>E</td>
<td>ε, ε</td>
<td>e</td>
</tr>
<tr>
<td>zeta</td>
<td>Ζ</td>
<td>ζ</td>
<td>z</td>
</tr>
<tr>
<td>eta</td>
<td>Η</td>
<td>η</td>
<td>e</td>
</tr>
<tr>
<td>theta</td>
<td>Θ</td>
<td>θ, θ</td>
<td>th</td>
</tr>
<tr>
<td>iota</td>
<td>Ι</td>
<td>ι</td>
<td>i</td>
</tr>
<tr>
<td>kappa</td>
<td>Κ</td>
<td>κ</td>
<td>k</td>
</tr>
<tr>
<td>lambda</td>
<td>Λ</td>
<td>λ</td>
<td>l</td>
</tr>
<tr>
<td>mu</td>
<td>Μ</td>
<td>μ</td>
<td>m</td>
</tr>
<tr>
<td>nu</td>
<td>N</td>
<td>ν</td>
<td>n</td>
</tr>
<tr>
<td>xi</td>
<td>Ξ</td>
<td>ξ</td>
<td>x</td>
</tr>
<tr>
<td>omicron</td>
<td>O</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td>pi</td>
<td>Π</td>
<td>π, ϖ</td>
<td>p</td>
</tr>
<tr>
<td>rho</td>
<td>Ρ</td>
<td>ρ, σ</td>
<td>r</td>
</tr>
<tr>
<td>sigma</td>
<td>Σ</td>
<td>σ</td>
<td>s</td>
</tr>
<tr>
<td>tau</td>
<td>Τ</td>
<td>τ</td>
<td>t</td>
</tr>
<tr>
<td>upsilon</td>
<td>Υ, Υ</td>
<td>υ</td>
<td>u</td>
</tr>
<tr>
<td>phi</td>
<td>Φ</td>
<td>φ, ϕ</td>
<td>ph</td>
</tr>
<tr>
<td>chi</td>
<td>Χ</td>
<td>χ</td>
<td>ch</td>
</tr>
<tr>
<td>psi</td>
<td>Ψ</td>
<td>ψ</td>
<td>ps</td>
</tr>
<tr>
<td>omega</td>
<td>Ω</td>
<td>ω</td>
<td>o</td>
</tr>
</tbody>
</table>
Appendix B

Equations

B.1 Euler’s Formula

Euler’s equation

\[ e^{-j\phi} = \cos(\phi) - j \sin(\phi) \]

Euler’s equation also works for a positive exponent, i.e.,

\[ e^{j\phi} = \cos(\phi) + j \sin(\phi) \]

When the angle in question happens to be \( \pi \),

\[ e^{j\pi} = \cos(\pi) + j \sin(\pi) = -1 + j0 \]

\[ e^{j\pi} = -1 \]

Euler’s inverse formula

\[ \cos(\phi) = \frac{e^{j\phi} + e^{-j\phi}}{2} \]
B.2 Trigonometric Identities and Other Math Notes

\[
\begin{align*}
sin(-\phi) &= -\sin(\phi) \\
cos(-\phi) &= \cos(\phi) \\
\sin(\theta) &= \cos(\theta - \pi/2)
\end{align*}
\]

if \( k \) is an integer, \( \cos(\theta + 2\pi k) = \cos(\theta) \).

\[
\cos^2(\theta) + \sin^2(\theta) = 1
\]

From *Elements of Calculus with Analytic Geometry* by E. W. Swokowski [26]:

\[
\begin{align*}
\cos(\phi + \theta) &= \cos(\phi)\cos(\theta) - \sin(\phi)\sin(\theta) \\
\sin(\phi + \theta) &= \cos(\phi)\sin(\theta) + \sin(\phi)\cos(\theta) \\
\cos(\phi - \theta) &= \cos(\phi)\cos(\theta) + \sin(\phi)\sin(\theta) \\
\sin(\phi - \theta) &= \cos(\phi)\sin(\theta) - \sin(\phi)\cos(\theta)
\end{align*}
\]


\[
\begin{align*}
\cos(mx)\cos(nx) &= \frac{1}{2}[\cos((m+n)x) + \cos((m-n)x)] \\
\sin(mx)\cos(nx) &= \frac{1}{2}[\sin((m+n)x) + \sin((m-n)x)] \\
\sin(mx)\sin(nx) &= \frac{1}{2}[\cos((m-n)x) - \cos((m+n)x)]
\end{align*}
\]

Cartesian to polar:

\[
\begin{align*}
 r &= \sqrt{x^2 + y^2} \\
 \theta &= \arctan(y/x)
\end{align*}
\]

If \( x \) and \( y \) are both negative, then add \( \pi \) to \( \theta \).
If \( x \) is negative but \( y \) is positive, subtract \( \pi \) from \( \theta \).
If \( x \) is zero, and \( y \) is negative, then \( \theta = -\pi/2 \).
If \( x \) is zero, and \( y \) is positive, then \( \theta = \pi/2 \).

Polar to Cartesian:

\[
x = r\cos(\theta)
\]
\[ y = r \sin(\theta) \]

Quadratic formula:
\[
\frac{-b \pm \sqrt{b^2 - 4ac}}{2a}
\]

Note: \(\sqrt{\alpha \beta} = \sqrt{\alpha} \sqrt{\beta}\), but ONLY when both \(\alpha\) and \(\beta\) are positive integers. This is a common mistake that comes up in some DSP problems.

---

### B.3 Sampling

Nyquist criterion:
\[
f_s \geq 2B \\
t_s = 1/f_s
\]

Sampling: \(x(t)\) becomes \(x(nT_s) = x[n]\)

Bandpass sampling from *Understanding Digital Signal Processing* by R. Lyons [11]:
\[
\frac{2f_c - B}{m} \geq f_s \geq \frac{2f_c + B}{m + 1}
\]

---

### B.4 Fourier Transform (FT)

Continuous Fourier transform:
\[
F(\omega) = \int_{-\infty}^{\infty} f(t)e^{-j\omega t} \, dt
\]

Inverse continuous Fourier transform:
\[
f(t) = \int_{-\infty}^{\infty} F(\omega)e^{j\omega t} \, dt
\]

Discrete Fourier Transform (DFT)
\[ X[m] = \sum_{n=0}^{N-1} x[n] e^{-j2\pi nm/N} \]  

Alternate form:
\[ X[m] = \sum_{n=0}^{N-1} x[n](\cos(2\pi nm/N) - j\sin(2\pi nm/N)) \]

where \( m = 0..N - 1 \).

Inverse Discrete Fourier Transform (IDFT)
\[ x[n] = \frac{1}{N} \sum_{m=0}^{N-1} X[m] e^{j2\pi nm/N} \]  

Alternate form:
\[ x[n] = \frac{1}{N} \sum_{m=0}^{N-1} X[m](\cos(2\pi nm/N) + j\sin(2\pi nm/N)) \]

where \( n = 0..N - 1 \).

Magnitude of DFT outputs:
\[ X_{\text{magnitude}}[m] = \sqrt{X_{\text{real}}[m]^2 + X_{\text{imaginary}}[m]^2} \]

Phase of DFT outputs:
If \( X_{\text{real}}[m] > 0 \),  
\[ X_{\text{phase}}[m] = \tan^{-1}(X_{\text{imaginary}}[m]/X_{\text{real}}[m]) \]
else
\[ X_{\text{phase}}[m] = \tan^{-1}\left(\frac{X_{\text{imaginary}}[m]}{X_{\text{real}}[m]}\right) + \pi. \]

Analysis frequencies are given in *Understanding Digital Signal Processing* by R. Lyons [11]:
\[ f_{\text{analysis}}[m] = \frac{mf_{\text{sampling}}}{N}. \]

---

### B.5 Convolution

Convolution:
\[ y[n] = \sum_{k=0}^{M-1} h[k]x[n-k]. \]

Convolution has the following properties [12], it is:
- commutative: \( a \ast b = b \ast a \);
- associative: \( a \ast (b \ast c) = (a \ast b) \ast c \);
- distributive: \( a \ast (b + c) = a \ast b + a \ast c \).

---

### B.6 Statistics

\[ \sigma^2 = \sum_{k=1}^{N} (\text{input}[k] - \text{result}[k])^2 \]

\[ \sigma^2 = \sum_{k=1}^{N} (x - \mu)^2 p(x) \]
where $\mu$ is the mean.

Sample variance (also from Walpole and Myers) [13]:

$$S^2 = \frac{\sum_{k=1}^{N} (input[k] - result[k])^2}{N-1}$$

The Mean Square Error (MSE) between an image and its reconstruction (perhaps after compression) is:

$$MSE = \frac{\sum_{m=1}^{M} \sum_{n=1}^{N} (original[m,n] - reconstruction[m,n])^2}{MN}$$

The Root Mean Square Error (RMSE) is given by the following formulas.

$$RMSE = \sqrt{\frac{\sum_{k=1}^{N} (input[k] - result[k])^2}{\text{length(input)}}} = \sqrt{\frac{\sigma_x^2}{N}}$$

For 2D data such as images:

$$RMSE = \sqrt{\frac{\sum_{m=1}^{M} \sum_{n=1}^{N} (original[m,n] - reconstruction[m,n])^2}{MN}} = \sqrt{\frac{MSE}{M \times N}}$$

where MSE stands for Mean Square Error.

The Signal to Noise Ratio (SNR) equation follows.

$$SNR = 10 \log_{10} \left( \frac{\sigma_x^2}{\sigma^2} \right)$$

where $\sigma_x$ is the mean square of the input signal [41]. A related formula commonly used in image processing is the Peak Signal to Noise Ratio (PSNR).

$$PSNR = 20 \log_{10} \left( \frac{\text{MaxPossibleValue}}{RMSE} \right)$$

where Max Possible Value comes from the encoding, e.g., 255 for grayscale [42].
B.7 Wavelet Transform

DWT Scaling function

\[ \phi(t) = \sqrt{2} \sum_{k} h[k] \phi(2t - k) \]

or

\[ W[j, n] = \sum_{m=0}^{N-1} W[j - 1, m] h[2n - m] \]

DWT Wavelet function

\[ \psi(t) = \sqrt{2} \sum_{k} g[k] \phi(2t - k) \]

or

\[ W_h[j, n] = \sum_{m=0}^{N-1} W[j - 1, m] g[2n - m] \]

B.8 z-Transform

Laplace transform

\[ F(s) = \int_{0}^{\infty} f(t)e^{-st}dt, \]

where \( s = \sigma + j\omega \)

Notice how this integral starts at 0, instead of \(-\infty\). Here we assume that the signal starts at \( t = 0 \).

\( z \)-Transform of a discrete signal \( x[n] \) is

\[ X(z) = \sum_{n=-\infty}^{\infty} x[n] z^{-n} \]
\[ Y(z) = X(z) \sum_{k=0}^{N} b[k] z^{-k} + Y(z) \sum_{k=1}^{M} a[k] z^{-k}, \]

where

\[ z = r e^{j \omega}. \]

Transfer function:

\[ H(z) = \frac{Y(z)}{X(z)}. \]
Appendix C

DSP Project Ideas

Below are some ideas for semester projects in digital signal processing. Some of the projects are more complex than others and will take more time. Also, these projects can be made more interesting by applying advanced techniques such as neural networks, hidden Markov modeling, adaptive filtering, and other tools beyond the scope of this book.

Over the span of a couple of months, projects are not going to be industrial-strength. Shortcuts should be included in the original project proposal, and acknowledged in a final report. For example, the number of test signals may be very small, and the effect on the project’s results should be discussed.

1. **Image watermarker**
   Devise a way to put a simple watermark in an image that is invisible to a human observer.

2. **Noise filtering**
   Create a program to filter a noisy signal, such as cleaning up a speech signal recorded in a room full of other conversations.

3. **Compression**
   Given a music signal, store the information of both channels as efficiently as possible. What if your program subtracts one channel from the other? What if you use the previous sample as the expected value for the next sample, and only store the difference?

4. **Music distinguisher**
   Study songs representative of different music types, and write a program that distinguishes between them. For example, one might expect rap music to have more energy in the low frequency range (bass) compared to country music.
5. Color changer
   Using a color image, write a program to automatically map all the colors
to different values. For example, the program could make all the colors like
pastels. Or, the program could change all colors to gray except for one, e.g.,
highlighting green.

6. Red-eye removal
   Often pictures show people with red eyes, due to the flash. An interesting
project would be to automatically detect and remove red-eye. To make the
problem easier, assume that the eye areas are given by the user.

7. Tank finder
   Devise a way to find a specific object in an image, such as a military tank.
Your program should return a flag indicating whether or not a tank is present,
and if so, the position of the tank in the image. This can be a very complex
project, so you may want to simplify things by assuming that the tank is a
black outline on a white background. Your program should be able to find
the tank regardless of its place in the image, called translation. Variations
on this idea (each of which would be a project on its own) include: detecting
the object regardless of rotation, detecting the object regardless of obstruction
(such as being partially obscured by another object), and detecting the object
regardless of scale (smaller or larger).

8. Cat identification system
   Many cat owners can recognize their cat from its meow. Develop a system
that attempts to correctly identify a particular cat from many different cat
recordings.

9. Dog translator
   Dog owners often know what their dog wants by the way it barks and whines.
Develop a system to discern between the noises your dog makes when it sees
another dog, it is hungry, someone knocks at the door, it wants to go out, etc.

10. Object separation
    Make a program to separate an image into a foreground and background image.
For example, take a picture of a person’s face and store it as a grayscale image.
Your program should be able to create a new image from this with only the
person’s face on a white background.

11. Music finder
    Using MATLAB and a microphone, record a fraction of a second of sound,
and analyze it to determine if the signal is music, speech, or silence. You can play a radio near the microphone and see how well it functions.

12. **Whistling as a form of remote control**
   Using MATLAB and a microphone, have the computer record a sound signal and analyze it, looking for a whistling sound, then repeat in a loop. If a whistle is detected, give an output indicating so. An advanced system should be able to detect different whistles by the same user and respond accordingly. For example, one whistle could cause the computer to announce the time, while another would trigger a day announcement.

13. **Weather forecaster**
   Using the Fourier transform of the past month’s temperatures, try to predict what the temperature will be for the next few days. Can you use the error of the past predictions to do a better job?
   Besides temperature, a more complex task is to use barometric pressure readings, temperature, and wind speed/direction to predict other weather patterns, like storms.

14. **Basketball tracker**
   Given a video clip of a basketball game, try to automatically track the ball. This could work with any type of game.

15. **Image compression**
   Develop your own lossy image compression program and evaluate how well it works.
Appendix D

About the CD-ROM

The CD-ROM should be readable by any operating system. It contains the MATLAB examples found in this text.

Included on the CD-ROM are also figures from the text.

For each chapter, there is an example project. See the “README” files for a quick introduction to each, i.e., “chapter1.README” for the first chapter.
Appendix E

Answers to Selected Review Questions

Chapter 1

1.1 A measurable, variable phenomenon, often a physical quantity that varies with time.

1.3 The operation that the system performs.

1.5 Signal “\(x\)” is indexed by \(t\). Signal “\(x\)” is continuous. Index “\(t\)” is also continuous. \(x(t)\) represents an analog signal.

1.7 \(01001011.101\) in binary. Since we did not specify how many bits this number occupies, we will leave it as is, without appending 0s (or truncating it).

1.9 \(r = 5.3852\)

Since this point is in the first quadrant, no correction is needed.

\[\theta = 1.1903 \text{ radians (68.1986 degrees)}\]

1.11 When a continuous (analog) signal is sampled, or converted to a discrete time-domain signal, we have limited precision on both its time and its amplitude. It is quantized in time in the sense that we will have samples corresponding to measurements at various times, but we do not have samples in between. We then have samples of the signal at \(x[n]\), or \(x[0], x[1], x[2], \text{etc.}\) But we do NOT have data at \(x[1.5]\).
The signal is quantized in amplitude in that we impose our precision on the samples that we collect. Each sample will be subjected to the limited range that we allow. Any number that is “too large” or has a part that is “too small” will not be stored correctly.

1.13 The argument to the arctan function will either be positive or negative. If both $a$ and $b$ are negative, the negative signs cancel and the argument is positive. Thus, the conversion gives the same result as when both $a$ and $b$ are positive, though the angle is clearly in a different quadrant when the point is plotted. Similarly, positive $a$ and negative $b$ give the same result as negative $a$ and positive $b$. Therefore, we need to correct the angle based on the quadrant. (See the chapter for more detail.)

Chapter 2

2.1 % mysort.m
% Function to sort array of numbers in descending order
% (highest to lowest)
%
% example:
% x = round(100*(0.5 - rand(1,100)));
% y = mysort(x);
% plot(y)

function sorted = mysort(in)

% Yes, we could use the built in "sort" function.
% We could also use the "min" and "max" functions.
% But instead, we will just use comparisons and loops.
% This is based on bubble-sort.
% There are more efficient ways, but this is simple.

% copy our data
sorted = in;
% make sure we do the loop at least once
swap = true;
while (swap)
    swap = false; % default
% If we look through the whole array, 
% and do not swap values, 
% then we know we are done. 
for k=2:length(sorted) 
    % Compare current value to its neighbor 
    if (sorted(k-1) < sorted(k)) 
        % swap values 
        temp = sorted(k-1); 
        sorted(k-1) = sorted(k); 
        sorted(k) = temp; 
        swap = true; 
    end 
end 
end 

2.3 No, $\sum(3x-4)$ is not the same value as $3\sum(x) - 4$. In the first computation, we take each value of $x$ and multiply each one by 3, then subtract 4 before we find the sum. In the second computation, we find the sum first, then do the multiplication and subtraction. As a result, the $-4$ is effectively applied once per value of $x$ in the first computation, while it is applied only once in the second one.

```matlab
>> x = [121, 145, 167, 192, 206]; 
>> y = 3*x - 4 

y =

359  431  497  572  614 

>> sum(y) 
ans =

2473 

>> 3*sum(x) -4 
ans =

2489 
```
2.5

```matlab
>> t = 0:0.00001:0.002;
>> x = 2 * cos(2*pi*1500*t + pi /2);
>> plot(t, x, 'k')
```

2.7 a. The following MATLAB code will find the smallest number we can represent.

```matlab
n=0;
my_value = 1/(2^n);
while (my_value > 0)
    n = n + 1;
    my_value = 1/(2^n);
end
n = n - 1;
sprintf('n = %d, 1/(2^n) = %f', n, 1/(2^n) )
```

```
n = 1023.
b.
```

```matlab
n=0;
my_value = 2^n;
while (my_value < Inf)
    n = n + 1;
    my_value = 2^n;
end
n = n - 1;
sprintf('n = %d, 2^n = %f', n, 2^n )
```

```
n = 1023. When the value is too large, it is stored as “Inf,” or infinite. It is not surprising that the answer here is the same as in part a. In both of these problems, we are storing the number \(+1 \times 2^n\), where \(n\) is either positive (as in part b) or negative (as in part a). That is, the exponent changes as \(n\) gets larger or smaller. The difference between parts a and b is the sign of the exponent.
c.
```
```
\begin{verbatim}
    n = n + 1;
    my_value = 1+1/(2^n);
    end
    n = n - 1;
    sprintf( 'n = %d, 1+1/(2^n) = %f
, n, 1+1/(2^n) )
\end{verbatim}

Here, \( n = 52 \). As \( n \) gets larger, the number \( 1 + 1/(2^n) \) gets closer and closer to 1. When it is stored as 1, we know we have reached our limit. This answer is different from part \( a \), since the number to be stored is 1.0[0..0]1, meaning that the exponent stays the same. In part \( a \), the significand may remain the same as the exponent becomes smaller.

**Chapter 3**

3.1 Finite impulse response filter. It means that if you give it some nonzero input, then zeros, you will eventually get zeros at the output.

3.3 Linear is a property of some systems (like an FIR or IIR filter) where the output relation has a sum of inputs multiplied by constants.

3.5 An easy (and lazy) answer is to use MATLAB’s built-in `conv` function, as follows.

\begin{verbatim}
b = [ 0.1, 0.2, 0.3, 0.2, 0.1];
x = 1:100;
y = conv(x, b);
\end{verbatim}

A better solution would use loops to mimic the operations carried out in convolution, as in the function below.

\begin{verbatim}
\% myconv2.m A solution to the question,
\% how do we implement the difference equation in Matlab.
\% This should be equivalent to Matlab’s "conv" function
\% This function is NOT the most efficient way to do this,
\% but it is the direct way.
\% Usage:
\% Y = myconv2(A, X);
\% \end{verbatim}
function [Y]=myconv2(A, X)

% number of inputs - 1 (because we count from 0..N)
N = length(X)-1;
% number of filter coefficients - 1
M = length(A)-1;

% number of outputs = N + M
% since we would normally count 0..M+N,
% in Matlab we have to add 1 to this
% when used as an array index, e.g., count from 1..M+N+1
for n=0:M+N,
    % initialize our output to zero
    Y(n+1)=0;
    % perform the summation
    for k=0:M,
        x_index = n-k;
        if (and(x_index >= 0, x_index <= N))
            Y(n+1) = A(k+1)*X(x_index+1) + Y(n+1);
        end
    end
end

Using it, we get the same results as before.

>> y2 = myconv2(x, b);
>> sum(abs(y2-y))

ans =

1.8385e-13

3.7 Convolution

3.9 We call $h[n]$ the impulse response. It shows the way a filter behaves when it gets a single nonzero input. For FIR filters, this shows us what effect the filter has on an input signal's frequencies.

3.11 System$_1$ is linear, causal, and time-invariant. System$_2$ is not linear, but it is causal and time-invariant.
3.13  a. Examining the indices of the inputs versus the output, we see that the output's index is as large (or larger) than all the indices used for the inputs. Therefore, we conclude that this system is causal.

b. This system is linear.

c. This system is time-invariant.

Chapter 4

4.1  The cos function has a maximum of +1 and a minimum of −1. Therefore, the minimum and maximum values for \( x(t) \) are 3 and −3, respectively.

4.3  a.

\[
\begin{align*}
& \text{>> } t = 0:0.000001:0.001; \\
& \text{>> } x_1 = 3 \cos(2\pi \times 2000 \times t + \pi/4); \\
& \text{>> } x_2 = 2 \cos(2\pi \times 5000 \times t); \\
& \text{>> } x_3 = \cos(2\pi \times 11000 \times t - \pi/7); \\
& \text{>> subplot}(3,1,1); \text{ plot}(t, x_1); \\
& \text{>> title('}3\cos(2\pi \times 2000 \times t + \pi/4)'\}) \\
& \text{>> subplot}(3,1,2); \text{ plot}(t, x_2); \\
& \text{>> title('}2\cos(2\pi \times 5000 \times t)'\}) \\
& \text{>> subplot}(3,1,3); \text{ plot}(t, x_3); \\
& \text{>> title('}\cos(2\pi \times 11000 \times t - \pi/7)'\})
\end{align*}
\]

b.

\[
\begin{align*}
& \text{>> } t = 0:0.000001:0.001; \\
& \text{>> } x = 3 \cos(2\pi \times 2000 \times t + \pi/4) + 2 \cos(2\pi \times 5000 \times t) ... \\
& \quad \quad + \cos(2\pi \times 11000 \times t - \pi/7); \\
& \text{>> plot}(t, x)
\end{align*}
\]

c. The greatest common value between 2000, 5000, and 11,000 is 1000, thus \( f_0 = 1000 \) Hz. So we can represent \( x \) as:

\[
x(t) = 3 \cos(2\pi 2(f_0)t + \pi/4) + 2 \cos(2\pi 5(f_0)t) + \cos(2\pi 11(f_0)t - \pi/7)
\]

For amplitudes, we know that \( a_2 = 3 \), \( a_5 = 2 \), and \( a_{11} = 1 \). All other amplitudes are 0. For the phase angles, we see that \( \phi_2 = \pi/4 \), \( \phi_5 = 0 \), and \( \phi_{11} = -\pi/7 \). All other phase angles are 0.
4.5 Amplitude is a quantity without units, could be positive or negative. Magnitude is a quantity without units, always positive. When we have a function between vertical bars, it means to find the magnitude. It is implemented in MATLAB as the \texttt{abs} function; the absolute value.

4.7 Spectrum

4.9 Technically, amplitudes can be positive or negative. Practically, a negative amplitude does not change the signal, except to shift it in time. We can change the phase angle to get the same effect. Thus, we do not need negative amplitudes.

Chapter 5

5.1 \(1/0.008 = 125\) Hz

5.3 Undersampling occurs when we do not take samples often enough. We do not want to do this, since we will not be able to faithfully recreate the sampled signal.

5.5 Converting a digital signal to an analog one, so named because the signal was typically analog to begin with.

5.7 Ideally, yes, the output should exactly match the input. But there are practical things to consider that would make the two signals different. The circuitry making up the ADC and DAC may not be fast enough to handle all possible analog signal values.

5.9 The frequency 800 Hz is clearly greater than \(f_s\) (500 samples/sec), so it will have an alias at \((800 - f_s) = 300\) Hz.

Note that the 300 Hz frequency component will have a replica at \(-300\) Hz, which has a replica at \(f_s + (-300) = 200\) Hz.

5.11 \(B\) (bandwidth) is between 18 and 24 kHz. \(B = 24-18 = 6\) kHz.
\(f_c\) (center frequency) = \((18+24)/2 = 21\) kHz.
\(m = \) number of replicas = 2.
\(2B = 12\) kHz (Nyquist), so \(f_s\) in the range of 16.67 to 18 kHz is OK.

5.13 \(2B = 10\) MHz (Nyquist), so \(f_s\) in the range of 15 to 20 MHz is OK. Also, \(f_s = 10\) MHz is OK. Anything beyond \(m = 2\) will not work.
5.15  a.  \[ x[n] = 3\cos(2\pi n0.2 + \pi/4) + 2\cos(2\pi n0.5) + \cos(2\pi n1.1 - \pi/7) \]

b. This can be done in MATLAB.

```matlab
n = 1:100;
x = 3*cos(2*pi*n*0.2 + pi/4) + 2*cos(2*pi*n*0.5) ... 
+ cos(2*pi*n*1.1 - pi/7);
plot(n, x)
```

c. The 5 kHz frequency has aliases every ±10 kHz, i.e., at -20 kHz, -10 kHz, -5 kHz, 5 kHz, 15 kHz, 25 kHz, etc. Each of these also appears mirrored around 0 Hz, i.e., +20 kHz, +10 kHz, +5 kHz, -15 kHz, -25 kHz, etc.

d. This is 2 times the bandwidth. Bandwidth = 11,000 – 2000 = 9000 Hz, so the critical Nyquist frequency is 18,000 Hz. The sampling rate must be at least 18 kHz.

e. Bandpass sampling uses a sampling frequency at least 2B, and locates a replica between the original frequency content and 0 Hz. The problem here is that a replica cannot fit; there is no way a 9 kHz band will fit between 0 and 2 kHz. Since there will be overlap between the original frequency content and the replica, we should not use bandpass sampling here.

5.17  a.  
```matlab
t = 0:0.00001:0.001;
x1 = 6*cos(2*pi*7000*t + pi/2);
x2 = 4*cos(2*pi*8000*t);
x3 = 2*cos(2*pi*6000*t);
x1_n = 6*cos(-2*pi*7000*t - pi/2);
x2_n = 4*cos(-2*pi*8000*t);
x3_n = 2*cos(-2*pi*6000*t);
subplot(3,1,1);
plot(t, x1, 'b', t, x1_n, 'r')
subplot(3,1,2);
plot(t, x2, 'b', t, x2_n, 'r')
subplot(3,1,3);
plot(t, x3, 'b', t, x3_n, 'r')
```
b. The signals $x_1$ and $x_{1_n}$ are the same, as are $x_2$ and $x_{2_n}$, and $x_3$ and $x_{3_n}$. Therefore, the cosine function returns the same value whether or not the argument is negated.

c. No, the sine function does not return the same value for a negated argument. Actually, it returns a negated value for a negated argument, i.e., $\sin(-\theta) = -\sin(\theta)$. This comes from the definitions of sin and cos, i.e., on a graph, $x$ is positive whether the angle is $0..\pi/2$ radians or $-\pi/2..0$ radians.

5.19

```matlab
Xsize = 10;
Ts = 1/8000;
% Make our X signal
n=0:Xsize-1;
x(n+1)= cos(2*pi*1000*n*Ts)/2 + cos(2*pi*2000*n*Ts + pi/4);
sprintf('The first %d samples are : ',Xsize)
x
```

5.21 a. Yes, it does. The 100 kHz noise will have a replica at $100 - 44 - 44 = 22$ kHz. The 102 kHz noise will have a replica at $102 - 44 - 44 - 44 = -30$ kHz, which will also appear at $-30 + 44 = 14$ kHz.

b. The sampling rate must be at least twice the Bandwidth. This sampling rate violates the Nyquist criterion.

Chapter 6

6.1 We have a DC component (0 Hz) of 10 units, and at analysis frequencies:

$f(3) = 3*5000/250 = 60$ Hz
$f(5) = 5*5000/250 = 100$ Hz
$f(9) = 9*5000/250 = 180$ Hz

we have sinusoids of magnitudes 4.47, 1, and 4.47, respectively (there are no units for these numbers). These sinusoids have phases of 1.107 radians (63.4 degrees), 0, and $-1.107$ radians ($-63.4$ degrees), respectively.

6.3 a. There are 10 samples total. We have a DC component (0 Hz) of 3 units.

b. At analysis frequencies:

$f(1) = 1*100/10 = 10$ Hz
$f(2) = 2*100/10 = 20$ Hz
$f(3) = 3*100/10 = 30$ Hz

Amount: $\sqrt{20}$ units = 4.5 units
Amount: 1 units
Amount: $\sqrt{34}$ units = 5.8 units
\[ f(4) = \frac{4 \times 100}{10} = 40 \text{ Hz} \quad \text{Amount: 0 units} \]
\[ f(5) = \frac{5 \times 100}{10} = 50 \text{ Hz} \quad \text{Amount: 0 units} \]
(We will stop here.)
The frequency components rank in this order (largest to smallest):
30 Hz, 10 Hz, and 20 Hz.

c.
```
>> X = [3, 2+4j, 1, 5-3j, 0, 0, 5+3j, 1, 2-4j];
>> x = ifft(X);
>> disp(x(1:5))
    1.9000  0.4768 -1.6607 -0.2899  0.4476
>> disp(x(6:10))
   -0.9000  0.2468  1.9371  0.5663  0.2760
```

6.5
\[ x = \text{round(rand(1, 20)*100)}; \]
\[ h1 = [0.5, 0.5, 0.5, 0.5, 0.5]; \]
\[ h2 = [0.1, 0.3, 0.5, 0.3, 0.1]; \]
\[ h3 = [0.9, 0.7, 0.5, 0.7, 0.9]; \]
\[ \text{out1 = conv(x, h1);} \]
\[ \text{out2 = conv(x, h2);} \]
\[ \text{out3 = conv(x, h3);} \]
\[ \text{subplot(3,1,1); plot(out1);} \]
\[ \text{title('output 1');} \]
\[ \text{subplot(3,1,2); plot(out2);} \]
\[ \text{title('output 2');} \]
\[ \text{subplot(3,1,3); plot(out3);} \]
\[ \text{xlabel('filter outputs');} \]
\[ \text{title('output 3');} \]

figure(2);
\[ \text{Out1 = fft(out1);} \]
\[ \text{Out2 = fft(out2);} \]
\[ \text{Out3 = fft(out3);} \]
\[ \text{subplot(3,1,1); plot(abs(Out1));} \]
\[ \text{title('FMR of output 1');} \]
\[ \text{subplot(3,1,2); plot(abs(Out2));} \]
\[ \text{title('FMR of output 2');} \]
\[ \text{subplot(3,1,3); plot(abs(Out3))}; \]
The second filter produces a smoother version of the original, while still retaining the original’s characteristics. The coefficients $h_2[k]$ have the smoothest transition (with 0.1 at each end). The filter coefficients in $h_3[k]$ have the most transition (first and last values), and are visibly the worst of the three.

6.7

$$3e^{-j2\pi0.2} = 0.9270 - j2.8533$$

Chapter 7

7.1 $3.6055 \ e^{0.9828j}$

7.3

$$6e^{j\phi} = 6(\cos(2\pi) + j\sin(2\pi))$$

$$6e^{j\phi} = 6(1 + j0) = 6$$

Since the complex part is zero, this vector reduces to a real number.

7.5

$$2\cos(2\pi100t + 3\pi/8) + j2\sin(2\pi100t + 3\pi/8)$$

7.7 $\omega$ tells us the speed of rotation, and direction. If $\omega$ is positive, it rotates counterclockwise. If it is negative, then it rotates clockwise. Yes, we CAN have a positive frequency or a negative frequency.

$\phi$ gives the initial position, i.e., where the vector is at time 0.

7.9 $e^{-j\phi}$

7.11 We observe that the vector is rotated counterclockwise by 90 degrees each time we multiply by $j$. The four vectors are:

$$4 + 5j$$

$$4j + 5(-1) = -5 + 4j$$

$$-5j + 4(-1) = -4 - 5j$$

$$-4j - 5(-1) = 5 - 4j$$
The angles (in degrees) are:

\[
\begin{align*}
\text{v} &= [\text{4 + 5j}, \text{-5 + 4j}, \text{-4 - 5j}, \text{5 - 4j}] \\
\text{disp} &\text{(angle(v)*360/(2*pi))} \\
&= 51.3402 \quad 141.3402 \quad -128.6598 \quad -38.6598
\end{align*}
\]

If we add 360 degrees to the last two angles, we get 231.3402 and 321.3402. Clearly, each angle is 90 degrees plus the previous angle.

7.13 We can do this in MATLAB, to check the hand-drawn plot. We put the point (0,0) between the \(z_n\) values so there is a line going to the origin.

\[
\begin{align*}
z_1 &= \exp(-j*\text{pi}/5) \\
z_2 &= 2*\exp(j*\text{pi}/6) \\
z_3 &= z_1*z_2 \\
x &= \text{real}([z_1, 0, z_2, 0, z_3]) \\
y &= \text{imag}([z_1, 0, z_2, 0, z_3]) \\
\text{plot}(x,y,'b')
\end{align*}
\]

7.15 There are a couple of different ways that we could plot these rotating vectors. Below, we plot the real values on the x-axis, and the imaginary ones on the y-axis.

\[
\begin{align*}
t &= 0:0.01:1 \\
z_1 &= 4*\exp(j*(2*\text{pi}*25*t - 5*\text{pi}/4)) \\
z_2 &= 5*\exp(j*(2*\text{pi}*33*t + \text{pi}/6)) \\
z_3 &= z_1 + z_2 \\
\%
\end{align*}
\]

\[
\begin{align*}
\text{put 0 between each value} \\
z0_1(1:length(z_1)*2) &= 0 \\
z0_2(1:length(z_2)*2) &= 0 \\
z0_3(1:length(z_3)*2) &= 0 \\
\text{for k = 1:length(z_1)} \\
z0_1(k*2 -1) &= z_1(k) \\
z0_2(k*2 -1) &= z_2(k) \\
z0_3(k*2 -1) &= z_3(k) \\
\end{align*}
\]

\[
\begin{align*}
\%
\text{do the plots} \\
\text{figure(1);} \\
\text{plot(real(z0_1), imag(z0_1), 'b');}
\end{align*}
\]
figure(2);
plot(real(z0_2), imag(z0_2), 'b');
figure(3);
plot(real(z0_3), imag(z0_3), 'b');

% Now plot them as frequencies
figure(4);
plot(1:length(z_1), abs(fft(z_1)), 'r', ... 
1:length(z_2), abs(fft(z_2)), 'g', ... 
1:length(z_3), abs(fft(z_3)), 'b');

We see from the plots that adding the two together produces a new signal that contains both frequencies, just like when we add 2 sinusoids (but without the mirror image on the frequency plot).

Chapter 8

8.1

\[ X(z) = 3z^0 + 2z^{-1} + 4z^{-2} \]

8.3 First we find the frequency response.

\[
\begin{align*}
    h &= [1, 1]; \\
    \text{h} \times \text{imp} &= \text{zeros(1,1000)}; \\
    \text{imp}(10) &= 1; \\
    \text{H} &= \text{fft(conv(h, imp))}; \\
    \text{half} &= 1:ceil(length(H)/2); \\
    \text{plot}(abs(H(half)))
\end{align*}
\]

We see that it is a lowpass filter. Now we find the zeros.

\[
\begin{align*}
    H(z) &= 1 + z^{-1} \\
    z(1 + z^{-1}) &= z + 1 \\
    \text{Set} \quad z + 1 &= 0
\end{align*}
\]

We see that it has a zero at \( z = -1 \). Finally, we simulate a sampled signal for the input to this filter.
\texttt{n = 1:1000; x = cos(2*pi*100*n/200); \\
% Now put through filter y = conv(x, h); plot(y)}

We see that \(y\) is zero, except for the beginning and end. The frequency of 100 Hz is very high \((f_s/2)\) when the sampling rate is 200 samples/second. Since this is lowpass filtered, we expect the signal to be attenuated.

8.5 a.
\[ H(z) = -17 + 29z^{-1} + 107z^{-2} + 62z^{-3} \]

b.
\[ H(z) = \frac{-17 + 29z^{-1} + 107z^{-2} + 62z^{-3}}{1 - (4z^{-1} - 7z^{-2} - 26z^{-3} - 15z^{-4})} \]

8.7
\[ H(2e^{j\pi/6}) = 1 - (2e^{j\pi/6})^{-1} + (2e^{j\pi/6})^{-2} \]
\[ = 1 - \frac{(1.7321 - j)}{(1.7321 + j)(1.7321 - j)} + \frac{(2 - 3.4641j)}{(2 + 3.4641j)(2 - 3.4641j)} \]
\[ = 0.6920 + 0.0335j \]

\texttt{>> z = 2*exp(j*pi/6);} \texttt{>> H = 1 - z^(-1) + z^(-2)}

\texttt{H = 0.6920 + 0.0335i}

\textbf{Chapter 9}

9.1 Down-sampling removes every other value, to give \(z_d[n] = \{4, -2, -1.5, -2, -4.5\}\). Down-sampling removes every other value, to give \(w_d[n] = \{4, 2, 4.5, 4, 4.5\}\).

9.3 Multiresolution is the recursive repetition of a transform (and later repeating the inverse transform accordingly). See the multiresolution figures in the text for an example.
9.5 First, we will use the \texttt{conv} function to do the convolution. Then we simulate down-sampling. Next, we simulate up-sampling, and do the inverse transform. Finally, we add the results of the two channels to find \(y\). Notice how we make sure that \(x\) and \(y\) have the same length (since filtering makes the output longer).

\begin{verbatim}
% find forward transform
channel1 = conv(x, [1, 1]);
channel2 = conv(x, [-1, 1]);
% down-sample
ch1_out = channel1(2:2:length(channel1));
ch2_out = channel2(2:2:length(channel2));
clear channel1 channel2
% now undo the transform
% up-sample
channel1(1:length(ch1_out)*2) = 0;
channel2(1:length(ch2_out)*2) = 0;
for k = 1:length(ch1_out)
    channel1(k*2 -1) = ch1_out(k);
    channel2(k*2 -1) = ch2_out(k);
end
% find inverse transform
y1 = conv(channel1, [-1, -1]);
y2 = conv(channel2, [-1, 1]);
% Add result. Trim extra size.
y = y1(1:length(x)) + y2(1:length(x));
plot(1:length(x), x, 'b', 1:length(y), y, 'g')
\end{verbatim}

When we examine the relationship of \(y\) to \(x\), we find that \(y[n] = 2x[n]\).

9.7 No, this does not work in general. Not only is the pattern important, but the filter values are carefully chosen. We cannot use just any values for the filter coefficients.

9.9 We need to convolve the Daubechies coefficients with the input, then down-sample the results. In the code below, \texttt{ch1\_out} is the lowpass output, while \texttt{ch2\_out} is the highpass output.

\begin{verbatim}
% get coefficients
d0 = (1-sqrt(3))/(4*sqrt(2));
\end{verbatim}
d1 = -(3-sqrt(3))/(4*sqrt(2));
d2 = (3+sqrt(3))/(4*sqrt(2));
d3 = -(1+sqrt(3))/(4*sqrt(2));
LPF = [ d0, -d1, d2, -d3 ];
HPF = [ d3, d2, d1, d0 ];
% find forward transform
channel1 = conv(x, LPF);
channel2 = conv(x, HPF);
% down-sample
ch1_out = channel1(2:2:length(channel1));
ch2_out = channel2(2:2:length(channel2));

9.11  
x = [6, 1, 3, 7, 2, 5, 8, 10];
z = conv(x, [0.5, -0.5]);
w = conv(x, [0.5, 0.5]);
y1 = conv(z, [-0.5, 0.5]);
y2 = conv(w, [0.5, 0.5]);
y = y1 + y2;

We see that y is the same signal as x, except that it has an extra zero at each end.

9.13 The actual length of the outputs depends on the filter size, that is, the db4 filter adds a few more outputs than the db2 does. We will instead answer in terms of the general pattern. With the down-samplers, each octave has (approximately) half the detail outputs as the octave before it. Therefore, we would have:

\[
\begin{align*}
\text{octave 1} & \approx 512 \text{ outputs} \\
\text{octave 2} & \approx 256 \text{ outputs} \\
\text{octave 3} & \approx 128 \text{ outputs} \\
\text{octave 4} & \approx 64 \text{ outputs}.
\end{align*}
\]

The approximate outputs would be the same size as the details. But we do not need to keep the approximations from the first 3 octaves. Therefore, the total number of outputs is \(64 + 64 + 128 + 256 + 512\), or 1024 outputs.

If up/down-sampling is not used, then each channel would output the same number of inputs. The total number of outputs would be \(1024 + 1024 + 1024 + 1024 + 1024\), or 5120 outputs.

9.15 We will not consider up/down-samplers as part of this answer, since their
effect will only scale our results. To find the top channel’s effect on the input, we convolve \( h_0 \) with \( g_0 \), and find the \( z \)-transform of the result. Our result is \( aa, 2ab, 2ac + bb, 2(ad + bc), 2bd + cc, 2cd, dd \). The \( z \)-transform is:

\[
aa + 2abz^{-1} + (2ac + bb)z^{-2} + 2(ad + bc)z^{-3} + (2bd + cc)z^{-4} + 2cdz^{-5} + ddz^{-6}.
\]

Now we find the bottom channel’s effect on the input, we convolve \( h_1 \) with \( g_1 \), and find the \( z \)-transform of the result. The \( z \)-transform of the result is:

\[
-aa + 2abz^{-1} - (2ac + bb)z^{-2} + 2(ad + bc)z^{-3} - (2bd + cc)z^{-4} + 2cdz^{-5} - ddz^{-6}.
\]

When we add the two \( z \)-transforms together, to get \( Y(z) \), we get:

\[
2(2ab)z^{-1} + 2(2(ad + bc))z^{-3} + 2(2cd)z^{-5}.
\]

Every other term cancelled out. Our goal is to have \( Y(z) \) with exactly one term. To satisfy this requirement, two of the three terms must be zero, i.e., \( ab = 0 \), and \( cd = 0 \). The only way we can have \( ab = 0 \) is for \( a \) or \( b \) to be zero. Thus, we conclude that this will not work, except for the trivial case where two of the four coefficients are zero. That would not be different from a filter with 2 taps.

### Chapter 10

10.1 Multiplying the vector \( x \) with a fraction will reduce every value in it. The resulting sound will be of a lower volume. Using 1.1 as a multiplying factor boosts the sound. It will sound louder, but the sound values could exceed +1, and therefore be clipped.

10.3 Assume that we have 2 sound arrays already in memory, \( x_1 \) and \( x_2 \). The code below will find the concatenation of two sound arrays, assuming they both have 2 channels.

```matlab
[r1, c1] = size(x1);
r2, c2] = size(x2);
y = x1;
y(r1+1:r1+r2, 1:c2) = x2;
sound(y, fs)
```

The sound should be stored as column vectors. If they are stored as row vectors, then we need to alter the line before the `sound` command.
10.5 We will read a sound file, and store it in variable `x`. Assuming that `x` has 2 channels, with sound in column vectors, we will only use the first channel, and make the result a row vector.

```matlab
[x, fs, b] = wavread('test_file.wav');
x = x(:,1); % Shift indices by 50
X = fft(x);
Xshifted = [X(50:length(X)), X(1:49)]; % convert to time-domain
xshifted = ifft(Xshifted);
% play result
sound(real(xshifted), fs)
```

The code above plays the sound with a “beating”-like noise. This shifts the whole spectrum, instead of just the first half. Since the halves would be symmetrical, it makes sense to work on the first half only, then mirror the results.

```matlab
% Shift indices in first half only
Xhalf = X(1:ceil(length(X)/2));
firstHalf = [Xhalf(50:length(Xhalf)), Xhalf(1:49)];
% now mirror this half onto the second half
secondHalf = firstHalf(length(Xhalf):-1:1);
Xshifted = [firstHalf, secondHalf];
xshifted = ifft(Xshifted);
sound(real(xshifted), fs)
```

This still sounds strange. The beating noise is gone, but the sound has an odd timing issue. No, we will not be able to replicate this by simply changing the sampling frequency. (Though this might work if the signal is a single frequency.) Now let’s reverse the spectrum:

```matlab
% Shift indices in first half only
midpoint = ceil(length(X)/2);
firstHalf = X(midpoint:-1:1);
% now mirror this half onto the second half
secondHalf = firstHalf(midpoint:-1:1);
Xreversed = [firstHalf, secondHalf];
xreversed = ifft(Xreversed);
sound(real(xreversed), fs)
```
The sounds are barely audible, and at very high frequencies.

10.7 To find the answer to a problem like this, first try it yourself with a small matrix (say 4 by 4). Once you see the desired outcome, try to isolate a row (or column) of the solution, then replicate it for the other rows (or columns).

```matlab
x = imread('dog256x256.gif');
% Rotate the image and show it
% This should work for any image, regardless of dimensions
[MAX_ROWS, MAX_COLS] = size(x);
for r=1:MAX_COLS
    cclockwise(:,r) = x(r, MAX_ROWS:-1:1);
end
imshow(cclockwise);
```

10.9 The program would not work. We get an error message from MATLAB, since we must change each call to only the name, without parameters, i.e., `sudoku_search` instead of `sudoku_search(puzzle)`. Assuming that we take care of this, the program still will not work.

The function keyword means that the computer will create its own copies of the parameters, and get rid of them after the function finishes. Removing this keyword means that there will be only one copy of the puzzle. Once the puzzle has a guess added to it, the programs will not be able to “undo” the guess later.

10.11

```matlab
>> disp(sprintf('%tx',9.0938))
41118034

>> disp(sprintf('%tx',9.34))
411570a4
```

10.13 We can modify the `filter_test2.m` program from the CD-ROM, to get rid of the things we do not need, and to add in several windows.

```matlab
% get different window values
w1 = window(@gausswin, taps);
w2 = window(@hamming, taps);
w3 = window(@rectwin, taps);
```
w4 = window(@triang, taps);
% now combine window with filter coeffs
coeffs1 = w1.' .* c2;
coeffs2 = w2.' .* c2;
coeffs3 = w3.' .* c2;
coeffs4 = w4.' .* c2;

From plotting the frequency magnitude responses, we can tell right away that the plots corresponding to the rectangle and triangle windows are not very good. The other two are both good, and we see a classic filter design trade-off. While the Gaussian window has smaller side-lobes, the Hamming window has a narrower main lobe. The Gaussian window’s frequency response appears to be just a little bit better than the Hamming window’s response.

10.15 a. There are $4 (2^2)$ distinct values $\{0, -1, 3, 9\}$, so we would need 2 bits to store each. Thus, we need $12 \times 2 = 24$ bits to store the above sequence, plus a table to let us know how to decode the bits.

b. Let $0 = 00$, $-1 = 01$, $3 = 10$, $9 = 11$ (this is not the same as storing them in binary!). Also, there are several other ways of making this table; the mapping here is somewhat arbitrary.

c. The above signal would be stored as: 00 01 11 01 11 00 10 01 10 00 00

d. The encoded signal takes 24 bits. We would also need to store the decoding table. We need a table length, say 16 bits for this. We could use 16 bits per value, then a byte to encode the bit pattern and count (i.e., 0010 0000 for the first value). Total: $16$ bits + $4 (16 + 8) + 24 = 136$ bits. This is a small example where the encoding table takes up a large amount of space, but we are able to save it in 70% of the space.
Appendix F

Glossary

*ADC*: analog-to-digital converter, a device that samples continuous values and outputs them as discrete values.

*Aliasing*: replications, caused by sampling, that interfere with signal.

*Amplitude*: a quantity without units, could be positive or negative.

*Array*: a one-dimensional list of numbers, such as \{1, 2, 3\}. This is also called a *vector*.

*Attenuate*: greatly reduce certain frequencies.

*Bandpass sampling*: sampling at less than twice the maximum frequency, but at least twice the bandwidth.

*Bandwidth*: range of signal’s frequencies.

*Causal*: a system that uses only current or previous inputs.

*Continuous Fourier Transform (CFT)*: a version of the Fourier transform for continuous signals. Here we use it as a mathematical abstraction, useful for understanding theory.

*Complex conjugate*: a number identical to a complex one, except with a different sign for the complex part. For example, \(1+2j\) and \(1-2j\) are complex conjugates.
Complex number: an extension of a number, a complex number has a real and an imaginary part, e.g., $3 - 4j$.

Critical sampling: sampling at exactly twice the bandwidth, just fast enough.

DAC: digital-to-analog converter, a device that “fills in the blanks” between digital samples and outputs them as continuous values.

DC component: from Direct Current, this term means the amplitude at 0 Hz in a frequency-domain representation of a signal.

DFT leakage: a resolution problem of the DFT where frequency information is spread out over several frequencies.

Discrete Fourier Transform (DFT): a way to convert discrete time-domain data to discrete frequency-domain data. The Fast Fourier Transform (FFT) is more efficient, and gives the same results.

Fast Fourier Transform (FFT): an efficient way to convert discrete time-domain data to discrete frequency-domain data. It gives the same results as the Discrete Fourier Transform. MATLAB provides this function.

Filter bank: a pair of filters used with the discrete wavelet transform, one low-pass, one highpass.

Finite Impulse Response (FIR): this type of filter gives a finite number of nonzero outputs (response) to an impulse function input. It does not use feed-back.

Fixed point: a binary representation where a set number of bits hold the whole and fractional parts, with an understood radix point.

Folding: a type of aliasing where the sampling frequency is between the bandwidth and twice the bandwidth.

Fourier Transform (FT): a way to convert time-domain data to the frequency-domain.

Frequency component: one (of many) sinusoids that make up a signal.
Frequency Magnitude Response (FMR): the relative magnitudes of frequencies in a frequency-domain plot of a signal.

Harmonic signal: several sinusoids added together, each with an integer multiple of a fundamental frequency.

Highpass: A highpass filter lets the high frequencies through.

Impulse response also $h[n]$: shows the way a filter behaves when it gets a single nonzero input. For FIR filters, this shows us what effect the filter has on an input signal’s frequencies.

Infinite Impulse Response (IIR): this type of filter uses feedback, so it could have an infinite number of nonzero outputs (response) to an impulse function input.

Linear: A property of some systems (like an FIR or IIR filter) where the output relation has a sum of inputs multiplied by constants.

Lowpass: A lowpass filter lets the low frequencies through.

Lowpass sampling: assumes the bandwidth starts at 0 and goes to the maximum frequency.

LTI: Linear and Time-Invariant.

MAC: Multiply Accumulate Cell. It is a regular structure that can be used to implement filters in hardware.

Magnitude: a quantity without units, always positive.

Matrix (plural Matrices): a multidimensional group of values. An image is a 2D group of pixel values, and can be considered a matrix.

Multiresolution: If the transform/inverse transform works once, we can do the transform again and again. Later, we do the inverse transform once for every time we did the forward transform.

Noise: any unwanted frequency content.
Normalized: scaling done on filter coefficients, so no scaling is needed at end. That is, a filter and inverse filter should output the same values that were input. If the filter coefficients are not normalized, then the output would be the input multiplied by a constant.

Octave: a level of resolution in the discrete wavelet transform. Details at octave $n$ are coarser than those at octave $n - 1$.

Orthogonal: at right angles (in 2D). More formally (and for higher dimensions), orthogonality is the property that the inner product of the coordinate bases equals zero.

Orthonormal: orthogonal and normalized.

Oversampling: taking samples more frequently than needed.

Period: the length of time before a (periodic) signal repeats itself.

Pixel: Short for picture element, this refers to the tiniest dots that make up a display, such as in a television. This term also means the color (or number corresponding to the color) for a pixel, as in pixel value.

Phasor: A vector, typically one that rotates. Imagine a directed arrow from the origin.

Pole: where the denominator becomes 0 in a transfer function (the frequency response of a filter).

Reconstruction: converts a digital signal back to analog (also used to mean application of an inverse transform).

Region of Convergence (RoC): area where the $z$-transform converges, typically inside the unit circle.

Sampling: the process that converts analog to a digital representation.

Scalar: a single number by itself, such as 3.1. Compare to vector.

Signal: a measurable, variable phenomenon, often a physical quantity that varies
with time.

**Sinusoid**: a general term to mean a sine or cosine function.

**Spectrum**: frequency plot of a signal.

**Subband coding**: the type of operation produced by a filter bank in the wavelet transform, where complementary filters divide the signal into a subsignal of low-frequency components, and one of high-frequency components.

**System**: something that performs an operation on a signal.

**Time-Invariant**: A property of some systems where a shift in input produces a corresponding shift in the output.

**Transform**: the operation that the system performs.

**Transfer function** \(H(z)\): an output/input function that describes the behavior of a filter. It is based on the \(z\)-transform of the filter coefficients.

**Two-channel filter bank**: General term for combination of analysis and synthesis filters.

**Undersampling**: occurs when we do not take samples often enough.

**Vector**: a one-dimensional list of numbers, such as \(\{1, 2, 3\}\). This is also called an **array**. **Vector** is also used to mean a directed arrow in \(2D\) (or greater) space.

**Word size**: the number of bits that a microprocessor accesses in a single operation.

**Zero**: where the numerator becomes 0 in a transfer function (the frequency response of a filter).

**Zero padding**: appending zeros to time-domain signal.

**\(z\)-transform**: transforms data from time-domain to frequency-domain. Under certain conditions, it reduces to the Fourier transform.
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